
Predictive computational 
spectroscopy with BSE@GW

Arno Förster - 26.10.2022

Ω1

the other hand, it is highly unlikely that they become more pronounced for larger systems

due to the locality of the AOs.

3.3 Representative timings

Figure 7: Wall times in hours for G0W0@PBE/TZ2P calculations on a series of Water
clusters and a linear alkane chain (exclusive the preceding SCF). All calculations have been
performed on 2 bw nodes. The exponent of the polynomial describing the asymptotic scaling
of the algorithm is given on the right of each plot.

In order to analyse the asymptotic scaling of our algorithm, we presentG0W0@PBE/TZ2P

calculations on series of water clusters236 using the same numerical settings as for GW5000,

the Basic and Normal tiers of thresholds and 12 imaginary time and imaginary frequency

points. All calculations presented in this subsection were performed on 2.2 GHz intel Xeon

(E5-2650 v4) nodes (broadwell architecture) with 24 cores and 128 GB RAM each (bw

nodes in short). Figure 7 shows the wall times for the G0W0-part of the calculations and the

exponents of the polynomials describing the asymptotic scaling of these calculations with

increasing system size. Information on CPU time and asymptotic scaling of key steps of the

algorithm for the largest of these systems are given in figure 8

The largest water cluster here comprises 432 atoms with 7776 AOs and 36576 ABFs.

Using the Normal threshold tier, the whole G0W0 calculation takes five hours on two nodes.

As shown in figure 8, the most expensive step is the calculation of ⌃, being responsible
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Theoretical Spectroscopy
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• Photoabsorption: 


• Excited electron stays in the system

• Excited electron is bound to other electron in system by Coulomb interactions

(Ψ(N)
0 , E0) → (Ψ(N)

S , ES), ES = E0 + ΩS

• Common idea: System of non-interacting renormalised electrons (quasiparticles)

• Direct Photoemission: 


• Excited electron leaves the system
(Ψ(N)

0 , E(N)
0 ) → (Ψ(N−1)

S , E(N−1)), E(N−1) = E(N) − ϵN

Onida, Reining, Rubio, Rev. Mod. Phys. (2002) 74 (2)



Some details: TD-DFT vs. BSE

• Green’s function perturbation theory (Landau ~1957):

• Solve Dyson equation for 2-particle Green’s function 


• 


• Called Bethe-Salpeter equation (BSE) (~1950) (Salpeter, Bethe, 1951, 84(6), 1951)

G2

K : G(0)
2 ↦ G2 K(1,2,3,4) =

δΣHxc(1,4)
δn(3,2)
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• Such processes are typically studied using response theory:

• Leads to the concept of Dyson equation (Dyson, PR, 1949, 75(11), 1736)


• kernel : Correlation function(0) ↦ Correlation function

Examples:

• Time-dependent density-functional theory:

• Solve Dyson equation for density-density response 


• 


χ

K : χ(0) ↦ χ K(1,2) =
δvHxc(1)

δn(2)



Some issues of DFT
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• Wrong asymptotic behaviour of xc potential 


• Incorrect description of Charge transfer states


• Underestimated fundamental gaps



The  approximation (and beyond)GW
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• 


• 


• 


• 


Σ = ΣH + iGW − GWGWG + 𝒪 (W3) W = screened interaction

W = vc + vcPW

P = − iGG

G = G(0) + G(0)ΣG

Self-consistency: In practice, we simplify the last equation 



Solving the Quasiparticle equations

Three canonical approximations: 
1) : Only calculate diagonal elements of 

self-energy, perturbative, one-shot





2) : Like 1), but iterate eigenvalues only 
until self-consistency


3) : Iterate eigenvalues and orbitals 
until self-consistency:

G0W0

ϵk + Σkk(ϵQP
k ) = ϵQP

k

evGW

qsGW Computational cost

Starting point 
dependence G0W0

evGW

qsGW

1) Faleev, S.; van Schilfgaarde, M.; Kotani, T., PRL, 2004, 93, 126406

2) van Schilfgaarde, M.; Kotani, T.; Faleev, S., PRL, 2006, 96, 226402

3)   van Schilfgaarde, M.; Kotani, T.; Faleev, S., PRB, 2007, 76, 165106
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What can you calculate?

• QP energies (GW) 
• Ionization potentials, Electron affinities, HOMO-LUMO gaps

• Redox potentials (Belić et al., PCCP (2022), 24, 197)


• Excited states (BSE@GW) 
• Excitation energies, Oscillator strength, Life times

• Spectra


• Ground state energies 
• RPA, RPA+SOSEX etc.


• Additional functionality with quasi-particle self-consistent GW: 
• Population analysis, Mulliken population analysis,

• Symmetry adapted fragment orbital analysis

• All supported at all levels of self-consistency: , ev , qs 

• 2-Component implementation available —>  spin-orbit coupling (upcoming release)

G0W0 GW GW



QP energies of Organic Acceptor Molecules
Comparison to experiment and CCSD(T) reference data1 (all calculations complete basis set limit extrapolated)

1) Richard et al., JCTC, 2016, 12(2), 595-604

2) Förster A.; Visscher L., PRB, 2022, 105, 125121

10



Excited states of Chlorophyll monomers and dimers
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Table 3: VEEs for Chla calculated with di↵erent quantum chemical methods for two di↵erent
gas-phase optimized structures and experimental reference data. All values are in eV.

Qy Qx B �Qy�Qx

exp. (VEE) 1.99 2.30 3.12 0.31
exp. (band max) 1.94 2.23 3.08 0.29

CAM-B3LYP-D3(BJ)/def2-TZVP optimized structure

DLPNO-STEOM-CCSD 1.75 2.24 3.17 0.49
qsGW 1.97 2.29 3.15 0.32
evGW@PBEH40 1.98 2.29 3.15 0.31
evGW@LDA 1.94 2.20 3.01 0.26
CAMY-B3LYP 1.94 2.23 3.08 0.29
!B97-X 2.10 2.71 3.57 0.61

B3LYP/def2-TZVP optimized structure

evGW@LDA-BSE (ADF/TZP) 1.85 2.09 2.91 0.24
evGW@LDA-BSE (MOLGW/6-311++G(2d,2p)) 1.85 2.13 2.91 0.28

B3LYP optimized structure, we can compare our herein calculated VEEs to the ones from

Hashemi and Leppert calculated on the same level of theory. Except for the Qx excitation

energies which are slightly di↵erent (40 meV), we find perfect agreement between both

implementations.

All evGW results agree very well with qsGW also for Chla. All GW -BSE results for the

CAM-B3LYP-D3(BJ) optimized structure are in excellent agreement with the experimental

values. For instance, the qsGW -BSE VEEs agree all with the experimental VEEs within 30

meV. On the other hand, DLPNO-STEOM-CCSD not only severly underestimates the Qy

excitation energy, but it also overestimates the gap between both Q-bands, �Qy�Qx , consid-

erably. Considering this di↵erence, we note that STEOM-CCSD is not necessarily a reliable

reference for qsGW . In STEOM-CCSD, a much larger number of diagrams is considered

in the single- and two-particle Green’s functions compared to GW .173 QP approximations

to GW approximate the e↵ect of these diagrams instead by neglecting the vertex.129 The

diagrams contained in GW are not a subset of the ones contained in EOM-CCSD but only of

the ones contained in EOM-CCSDT.173 Accounting for excitations to triples (at least to some

extent) is known to be of high importance for the reliable description of charged174 and neu-
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tral excitations.38,39,175 Consequently, STEOM-CCSD shows mean signed errors compared

to EOM-CCSDT calculations of around 0.1 eV for a set of medium organic molecules, but

errors can be as large as 0.5 eV in some cases.38 Moreover, apart from the neglect to triple

excitations, the DLPNO approximation can also introduce some artifacts. The pairs which

are treated on the CC level are selected based on an MP2 calculation167 which is not always

reliable for systems with strongly screened electron-electron interactions.176,177

Lastly, TD-DFT with the RSH kernels CAMY-B3LYP and !B97-X which are typically

used in computational studies of the PSII RC11–13,15 give very di↵erent results. CAMY-

B3LYP is actually in excellent agreement with experiment and the GW -BSE calculations,

while !B97-X gives much too high excitation energies and also massively overestimates the

�Qy�Qx .

4.3.2 Dimers

Table 4: The lowest six excitation energies for two di↵erent models of the Chla dimer. All
values are in eV.a,b,c

kernel ⌦1 ⌦2 ⌦3 ⌦4 ⌦5 ⌦6

exp. (VEE)178 1.95 (estimated)
exp. (band max)178 1.90

B3LYP-D3(BJ)/def2-SVP optimized structurea 40

evGW@LDA 1.87 1.88 1.90 1.90 2.72 2.75
evGW@PBEH40 1.92 1.95 2.09 2.11 2.84 2.93
qsGW 1.89 1.92 2.07 2.10 2.83 2.92
CAMY-B3LYP 2.12 2.15 2.29 2.32 2.63 2.76
RVS-LT-SOS-ADC(2)b 2.04 2.06

CAM-B3LYP-D3(BJ)/TZP optimized structurec

evGW@LDA 1.98 1.99 2.16 2.22 2.51 2.64
evGW@PBEH40 1.97 2.02 2.24 2.27 2.58 2.67
qsGW 1.94 1.98 2.25 2.28 2.56 2.68
CAMY-B3LYP 2.12 2.16 2.38 2.43 2.51 2.61
!B97-X 2.05 2.10 2.63 2.68 3.10 3.27

aThe B3LYP-D3(BJ)/def2-SVP structure has been taken from Suomivuori et al.40
bResults taken from Suomivuori et al.40

cThe structure of the M3 dimer has been optimized in this work at CAM-B3LYP-D3(BJ)/TZP.
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BSE@GW: Performance
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• Calculation of Low-lying Excited 
states of six-chromophore model 
of photosystem II reaction centre 
(~ 2000 electrons/5 days on 1 
node)
Table 8: CPU times (in core hours) to calculate the N⌦ lowest roots of the full hexamer

with 476 atoms and 1872 correlated electrons with di↵erent basis sets and methods. 39884
auxiliary basis functions have been used in all calculations. All calculations have been
performed on an 2.6 GHz AMD Rome 7H12 node with 64 cores and 16 GB RAM per node.

Iterations CPU time
Method Basis Nbas N⌦ qsGW BSE GW BSE total

qsGW -BSE
TZ3P 11116 12 6 10 3401 3447 7283
TZP 6256 24 6 8 1074 1729 2924

evGW -BSE TZP 6256 24 5 8 826 1969 2917
!B97-X TZP 6256 12 – 21 – 2675 2846

4.5 Timings

Finally, we briefly comment on the computational e↵ort for di↵erent basis sets and methods

to calculate the lowest N⌦ roots of the full hexamer with 476 atoms and 1872 correlated

electrons. The computational timings in core hours are given in table 8. The calculation for

the hexamer can be performed in less than 3000 core hours, i.e. in less than two days on

a node with 64 cores. The qsGW part of the calculation is slightly cheaper than the BSE

part. Notice, that the BSE part of the calculation is roughly as expensive as the TD-DFT

calculation with the WB97-X kernel if the timings are normalized by the number of states

and number of subspace iterations in the Davidson algorithm.

Notice, that low-order scaling implementations like ours which rely on sparsity in the

primary basis usually do not scale well with the size of the basis set, as can be seen by

comparing the timings of the qsGW -BSE calculations with di↵erent basis sets. We also

performed a qsGW calculation for the full hexamer with more than 11000 basis functions

using the TZ3P basis set. Here, a single qsGW iteration already takes around 540 core hours,

which is more than three times more than one iteration using the TZP basis set. While in

this work the TZP basis set was already su�cient to obtain converged results, typically lager

basis sets will be required. Finite basis set correction techniques for many-body perturbation

theory might be a promising solution to circumvent this problem.164,180–182

For larger calculations, the bottleneck of the computation is the number of auxiliary

24

Förster and Visscher, JCTC, 2022, (in press)



Accurate Ground state energies - RPA and beyond
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Different variants to RPA + second-order screened exchange

MP2 like effort, but no divergences, higher accuracy

Förster A., JCTC (2022), 18(10), 5948



Example: The singlet-triplet 
gap of Benzene
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0XOWLVFDOH�0RGHOLQJ��7R�WKH�0DFUR�6FDOH

Ɣ 2/('�GHYLFHV��D�FRPSOH[�WHFKQRORJLFDO�ZRQGHU

Ɣ 5HTXLUH�FRPSOH[�PXOWLVFDOH�PRGHOLQJ

Ɣ 0ROHFXODU�OHYHO�DQG�'HYLFH�OHYHO�VLPXODWLRQV�QHFHVVDU\

Exp. : 3.66 eV 

Adiabatic DLPNO-CCSD(T) + ZPE: 3.76 eV

BSE@GW?

Bruno, et al., PCCP, 2022, 24, 14228–14241
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Practical considerations

Large basis sets are required:

• Individual QP energies converge very slowly to the CBL

• Best is to use (T,Q) extrapolation scheme, T= Corr/TZ3P, Q = Corr/QZ6P

• BSE: less pronounced, TZ(2P,3P) is typically sufficient

Self-consistency reduces this issue (6-8 iterations typically):

• qsGW: best method for high precision. Higher requirements on 

numerical settings 

• evGW is a useful alternative 

 Choose the right starting point:

• Hybrid functional with 40-50 % of exact exchange, for instance 

BHandHLYP, PBE0(40%exx), or RSH

• PBE, LDA are not suitable 

G0W0

Use good or VeryGood numerical quality 
• BSE converge best when only a subset of transitions is used 

(ModifyExcitations key)



Example: The singlet-triplet 
gap of Benzene
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0XOWLVFDOH�0RGHOLQJ��7R�WKH�0DFUR�6FDOH

Ɣ 2/('�GHYLFHV��D�FRPSOH[�WHFKQRORJLFDO�ZRQGHU

Ɣ 5HTXLUH�FRPSOH[�PXOWLVFDOH�PRGHOLQJ

Ɣ 0ROHFXODU�OHYHO�DQG�'HYLFH�OHYHO�VLPXODWLRQV�QHFHVVDU\

Exp. : 3.66 eV 

Adiabatic DLPNO-CCSD(T) + ZPE: 3.76 eV

BSE@GW:


• BSE@ @PBE0(40ex) : 3.64 eV

• BSE@ @PBE : 3.29 eV

• BSE@evGW@PBE: 3.45 eV

• BSE@qsGW@PBE0(40ex): 3.66 eV

• BSE@qsGW@PBE: 3.66 eV

G0W0
G0W0

Bruno, et al., PCCP, 2022, 24, 14228–14241



Implementation in AMS

G(iτ)

χ(0)(iτ) χ(0)(iω)

W(iω) W(iτ)

Σ(iτ) Σ(iω)

Σ(ω)

FT

FT

FT

AC
FT = Fourier 
transform

AC = Analytical 
Continuation 

• Space-time method: switch between time and frequency domains 

• We work on the imaginary axes since quantities are smoother

• Analytical continuation to real frequency axis in the very end

1) Caruso et al. Phys. Rev. B, 2013, 88(7), 1-18  
2) Wilhelm et al., J. Phys. Chem. Let. 2018, 9, 306-312 
3) Wilhelm et al., J. Them. Theory. Comput., 2021, 17, 1662-1677 
4) Duchemin et al., J. Them. Theory. Comput., 2021, 17(4), 2383-2393 

Special in ADF: Full self-energy 
 is calculated in AO basis Σ(iω)
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Implemented with  scaling using global density fitting 
—>  using local density fitting approximations

N4

N3 − N2


