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PREFACE

Modeling and measurement of three-terminal transport through an individ-
ual single-molecule concentrating on vibrational-mode spectroscopy. That

was the research objective I was hired on more than four years ago. But, as usual
with a PhD, the end result turned out to be a little different. I never really got be-
yond the modeling part. During my Master’s project I got a taste of measuring
single-molecule devices. I did my time in the cleanroom fabricating samples and
spent weeks in the lab measuring broken devices hoping for the golden sample
that would finally work. While the long measurements were running, I would of-
ten kill the time by doing some calculations to see if we could predict certain fea-
tures of the measurements, usually the vibrational spectrum of the molecule we
hoped we were measuring. But as the project went on, I started to gravitate more
and more towards modeling, often at the expense of measuring. At the end of my
Master’s, most of the computers in the student room had been converted into my
personal computing cluster. And this trend never stopped; I have not set foot in-
side a cleanroom since 2006. I guess I just do not have the patience required of a
good experimentalist.

The modeling part, on the other hand, did go beyond the original goal of vibra-
tional-mode spectroscopy. And, luckily for the rest of the group, on a few ded-
icated workstations instead of every temporarily unused computer I could find.
Vibrational modes are still a large part of this thesis, but I had the opportunity to
study many other effects as well, culminating in what I think was the most exciting
project of my PhD: the design of a single-molecule motor. As a theorist in an exper-
imental group, I was lucky to be in a unique position. Not many theorist have the
chance to come up with a design and then see it made and measured in their own
group. Being surrounded by experimentalists is also a good way for a theorist to
keep it real. It gave me a chance to do a dozen little side-projects that never made
it into this thesis, but from which I learned more than I can tell.

A thesis, like the PhD itself, is never truly finished. Not everything you do in
four years will be a part of it, and of the things that you do write down, many ques-
tions remain. It is a summary of the main results of four years of research in a field
that existed before and will continue long after a single PhD. So even though this
thesis only has my name on the cover, it was by no means the work of just me. It
would not have been possible without the help and support of many people.
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First of all I would like to acknowledge my promotor, Herre van der Zant. Thank
you for hiring me and for giving me so much freedom to pursue the things I thought
were interesting. But I also want to thank you for steering me back on track every
now and then. Writing has never been my favorite part of doing a PhD, but luck-
ily you forced me to do it anyway, instead of immediately moving on to the next
project every time. And thank you for letting me stay for a little while longer. I
know the publication list could have been longer, and hopefully we can remedy
that in the coming months.

Many thanks to my copromotor, Jos Thijssen. I still remember walking into
your office for the very first time for my Bachelor’s project back in the spring of
2004, which, come to think of it, means that I’ve been working with, or been a
burden to, you for over a quarter of my life by now. Thank you for your endless
patience with the million questions I had, no matter whether it took you a minute
to answer them or an hour. This thesis would not have been possible without you.

Mark Ratner, my internship advisor, thank you for your hospitality in letting
me stay with your group in Evanston for over a year in total. That meant a lot to me
for several reasons. And thanks for being such a good advisor while I was there. It
was not always easy to get a hold of you, but once I did, you had the ability to get
me back on track in under five minutes every time I got stuck.

I would also like to thank the other people in Evanston I had the pleasure of
working with. Jeroen, thanks for helping me get settled when I first arrived there
and for all the interesting lunch discussions. Gemma and Misha, in particular, I
want to thank for teaching me all about Green’s functions. And thanks to all the
others for giving me a wonderful time there.

Being in MED for so many years, I have seen many people come and go. First I
would like to thank the old guard. Kevin and Edgar, my supervisors for my Master’s
project, thank you for teaching me the ins and outs of fabricating and measuring
and for keeping me interested in molecular electronics. Edgar, thanks for being our
comic relief. MED has not been the same without you. Iulean, thanks for starting
the movie-night tradition. Menno, the guardian of our daily schedule, good luck in
Yale. Christian, our walking library, literature search has become a lot more work
since you left. My old office mates, Gijs and Benoît. Benoît, thanks for your desk.
My pile of papers is now almost as high as yours was. And thanks to all the other
people who made MED a pleasure to be in: Anne, Bo, Andreas, Abdulaziz, Saveria
and Monica, Anna, Helena, Jae, Jeroen, Hangxing, and of course the students: the
ever satisfied Dapeng, Hari, Bertolt, David, Elham, Margeaux, and all the others.

A special thanks to Ferry, our group chemist. I think you taught me a lot more
about chemistry than I ever taught you about physics. We started at almost the
same time four years ago, and it is going to take some getting used to the fact that
you are now gone. Good luck to you and Patricia in Boston.
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This brings me to the current generation of MED. First, Liberato Manna and
our new PIs: Gary and Sander. Lunch discussions sure have become a lot livelier
with you. Sander, thanks for the fancy slide show. I hope that by the time you read
this your STM will finally have arrived. Our postdocs: Warner, your ability to tell
the most ridiculous stories with a straight face never ceases to amaze. Diana, MED
would be a lot less colorful without you. And of course our Spanish clan: Carlos,
Enrique and Andres. You have brought the Mediterranean spirit, and a lot of good
food, to the group. And then my fellow PhDs: Samir, never a boring moment when
you are around, thanks for the karaoke nights, Alexander, Venkatesh, Harold, Ben,
my current office mates: Hidde, always good for a laugh at the coffee table, and
Ronald. And lets not forget the youngest generation: Mickael, our graphics have
sure improved since you arrived, and the Italians: Michele and Anna. And a special
thanks to our support staff: Mascha, Ron, Maria, Irma and Monique. MED would
not be able to exist without you.

During a PhD you never work with just the people in your own group. First
of all I would like to thank the theorists down the hall, in particular Jos’ other two
protégés: Chris and Fatemeh. It was nice to be able to bounce ideas off some fellow
theorists, even if you were always trying to steal my computer. Chris, I think we
both learned a lot from all the rubber ducky debugging sessions. Thanks for being
my paranymph and for all our discussions about, well, just about everything. They
were always able to turn a non-productive afternoon into at least a fun one.

On the ground floor we have the people from QT: Lieven Vandersypen, thanks
for being in my committee, and Amelia on the graphene nanogaps project, and
Gilles on the photoconductance project. Across the street are the chemists: Lau-
rens Siebbeles, thank you also for being in my committee, and Ferdinand Grozema,
funny how we keep running into each other, both in Delft and in Evanston. Rienk
and Simge, thanks for making the motor molecules. I sure hope they work. And
from Groningen, Hennie Valkenier, thanks for your help with designing them.

I greatly enjoyed the discussions with the people from Leiden: Leiden: Jan
van Ruitenbeek, Sense Jan van der Molen, Roel, Constant and Manohar. And of
course our longstanding collaboration with Copenhagen: Thomas Bjørnholm, Per
Hedegård and Jeppe. Many ideas and practical suggestions came from the theo-
rists I had the pleasure of working with: Maarten Wegewijs in Jülich, thanks for
being in my committee, Ferdinand Evers in Karlsruhe and Jérôme Cornil and Vic-
tor Geskin in Mons.

Most of the calculations in this thesis were performed with ADF, and I would
like to thank all the people at SCM for creating the best DFT program I have ever
used. Stan, thank you for the generous licensing conditions and, of course, for
being in my committee. Alexei, every time there was a bug in ADF, or more often,
in my input file, you were there to help.
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2 1. INTRODUCTION

1.1 MOLECULAR ELECTRONICS

The major challenge in the semiconductor industry today is the inevitable size
limit of silicon-based technology. Since the 1960s, devices have been shrink-

ing at a steady pace, motivated by the ever increasing need for improved perfor-
mance in terms of speed, capacity and efficiency. However, this downscaling is
now rapidly approaching the atomic limit1 and alternative strategies to achieve
further performance gains are required [1]. The strategies currently being explored
focus not only on downscaling as a means to improve performance, but also, or
even primarily, on increasing the functionality of the individual components. Cur-
rent silicon-based technology uses on charge carriers (electrons and/or holes) as
information carriers. One alternative would be to use light to carry or manipu-
late information, which has the advantage of high speed and low dissipation [2].
Another approach involves using the spin of an electron as an (additional) infor-
mation carrier (spintronics) [3–6]. Yet another alternative is using nanoelectrome-
chanical systems (NEMS) as information storage devices or logic operators [7].
These alternatives all have in common that they are still based on conventional
bulk semiconductor technology. In this thesis we will focus on an approach that
goes beyond that convention.

Molecular electronics is the logical end result of a process of continuous minia-
turization, as molecules are the smallest entities occurring in nature that can per-
form a specific function. In nature, it is generally the chemical properties that de-
termine the functionality. For molecular devices however, the electronic proper-
ties are most important. In the case of semiconductors like silicon, these proper-
ties are bulk properties. Changing a single atom or dopant does not significantly
change the electronic structure of the device. For a molecule, on the other hand,
these properties are a direct result of the position and type of each individual atom
in the structure. In certain cases, changing even a single atom can turn a con-
ducting molecule into an insulator. There exists a strong correlation between the
electronic and nuclear structure; small perturbations in one can have major im-
plications for the other. The result is a complex spectrum of interacting electronic
and vibrational states.

Coupled with recent advances in synthetic chemistry, this complexity makes
it possible to design and synthesize molecules with an almost unlimited variation
in properties and functionality [8, 9]. For example, unsaturated carbon-carbon
bonds or conjugation can be used to create low-lying electronically excited states
that allow optical absorption or emission in the visible spectrum [10]. Metal cen-
ters or radicals can be included to give the molecule a particular spin and even

1At the time of writing, the half-pitch of a memory cell, i.e., half the distance between identical features
in an array, is 22 nm.
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(a) Mechanically controllable break junction (b) Electromigrated break junction

FIGURE 1.1: Schematic and scanning electron microscope (SEM) pictures of (a) a mechanically con-
trollable break junction, and (b) an electromigrated break junction.

turn it into a magnet [11]. Mechanical functionality can be incorporated through
rotational centers or isomerizable double bonds, which has led to considerable
advances in the field of molecular motors and machines [12, 13]. But most impor-
tantly, molecules are not limited to one of these properties; multifunctionality, and
even interplay between different properties, can be achieved [14].

1.2 A SINGLE-MOLECULE DEVICE

Already in 1974 the first molecular electronic device was proposed [15]. How-
ever, it was not until the late 1990s that the first electronic measurements could

be performed on single molecules [16–19]. The challenge lies in coupling macro-
scopic electrodes to a nanometer-sized molecule. In order to achieve this cou-
pling, a nanometer-sized gap, or nanogap, needs to be formed between the two
electrodes, in which a molecule is then deposited. Over the years several differ-
ent techniques have been developed to create such a nanogap, each with its own
advantages and disadvantages.

The scanning tunneling microscope (STM) was the first probe to be used in
the study of single molecules [16, 17, 19, 20]. Single-molecule measurements can
be performed by forming a tunnel contact between an atomically sharp tip and
a molecule lying on top of a conducting substrate. One of the drawbacks of this
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FIGURE 1.2: Artist’s impression of a thiol-capped molecule bridging an electromigrated nanogap in a
three-terminal junction.

method is that the junction is always very asymmetrically coupled and susceptible
to drift. The mechanically controllable break junction (MBJ) does not suffer from
these restrictions [18, 21, 22]. In a MBJ, the nanogap is formed by translating the
bending a flexible substrate into the stretching of two suspended metal electrodes
(see Fig. 1.1b). The ratio of the displacements can be as low as 10−5, giving rise to
sub-ångström control over the electrode separation [23].

Both the STM and MBJ methods only provide two electrodes to address the
molecule. For many measurements it would be desirable to have a third elec-
trode: the gate. This is provided by the electromigrated break junction (EMBJ, see
Fig. 1.1b) [24–27]. An EMBJ consists of a lithographically defined metal wire (plat-
inum in Fig. 1.1b) on top of a gate electrode (usually aluminum), separated from it
by an insulating oxide layer. The nanogap is formed by sending a current through
the wire. Through scattering, the electrons transfer momentum to the nuclei, the
so-called ‘electron wind’. If the current density is large enough, the atoms start to
move. The current density is always highest near a constriction, leading to more
atoms being moved there and the constriction getting smaller, which in turn in-
creases the current density and eventually breaks the wire, resulting in a nanogap.
A certain measure of control over the gap can be achieved by carefully ramping the
voltage over the wire while measuring the change in resistance [27].

Once the nanogap is formed, molecules can be deposited, usually from solu-
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{{1
tion. The molecules are generally capped with thiol or amine anchoring groups
in order to obtain a good coupling with the electrodes. An artist’s impression of
the resulting single-molecule junction can be seen in Fig. 1.2. Contrary to an STM
junction, it is not possible in a MBJ or EMBJ to image the molecule directly. Prov-
ing that the desired molecule indeed bridges the nanogap therefore requires the
observation of certain features unique to that molecule, i.e., a molecular finger-
print. A major focus of this thesis is the determination of which properties can
function as a fingerprint and how molecules can be reliably identified.

To manipulate the state of a molecule in a junction or measure its properties,
several different probes can be used, the most obvious ones being the electrodes.
The source and drain can be used to apply a bias voltage over the molecule, which
allows us to send a current through the molecule and measure its conductance.
The chemical potentials of the different transitions within the molecule can be
modified by applying a voltage to the gate electrode. If (part of) the molecule has
a dipole moment, the gate field can even be used to exert a force on the molecule.
Apart from electric fields it is possible to apply a magnetic field in order to manip-
ulate the spin of a molecule. Shining light on the junction can be used to induce
transition through the absorption of a photon. Conversely, light emitted by the
molecule during an electronic transition (electroluminescence) can be measured
in order to obtain more information on the states of the system. Most molecu-
lar properties have a characteristic temperature dependence. Studying how these
properties change while going from cryogenic temperatures to room temperature
is yet another probe into the system. The effect of several of these probes on the
state of the junction, and the transitions between those states, will be discussed in
this thesis.

1.3 THESIS OUTLINE

In this thesis, several theoretical models are developed to describe the previously
mentioned effects. An important distinction must be made between the so-

called toymodels and the ab initio quantum chemistry methods. The former are
simple methods with the minimum number of parameters necessary to model a
particular effect. The latter are full-scale calculations involving the Schrödinger
equation of the entire system. In this thesis both methods are used: toymodels
to obtain a qualitative understanding of single-molecule junctions, and quantum
chemistry methods to quantitatively compare the calculations to measurements.

Chapter 2 introduces the non-equilibrium Green’s function (NEGF) method, a
formalism for solving the many-body Schrödinger equation of a non-equilibrium
system coupled to semi-infinite electrodes. An overview of the general formalism
is given, including expressions for calculating the occupation (charge) of and cur-
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rent through the molecule. A special section is dedicated to the calculation of the
vibrational frequencies and normal modes of a molecule and their effect on the
current.

Since the many-body NEGF method is unwieldy for systems approaching the
complexity of real molecules, a more approximate method, the master equation
(ME) approach is developed in Chapter 3. This approach is particularly well suited
to weakly coupled systems. The differences between the NEGF and ME methods
are highlighted, in particular the treatment of vibrational excitations.

In Chapter 4, the methods developed in the previous chapters are applied to
two simple example systems, or toy models: the single-level quantum dot and the
metallic island with a constant density of states (DOS). These two model are espe-
cially relevant for studying capacitive interactions between molecules or metallic
grains.

One of the major factors influencing the behavior of a molecule in a junction
is its electrostatic environment. Chapter 5 explores the effect of the bias and gate
field on the molecular states and chemical potentials, and introduces a convenient
formalism to describe these effects in terms of a capacitor network. This formalism
is also particularly useful for describing the capacitive interactions between elec-
trons on the molecule, which lead to characteristic current-voltage (IV) features
such as Coulomb blockade. Apart from interactions within the same molecule,
the electrons also capacitively interact with those on nearby molecules or metallic
grains. These interactions are modeled in terms of the singe-level quantum dot
and metallic island described in chapter 4, and the resulting IVs are compared to
measurements yielding good quantitative agreement.

As discussed in the previous section, proof that the desired molecule is being
measured in a junction requires the observation of particular features which can
serve as a molecular fingerprint. Chapter 6 shows that the vibrational spectrum of
a molecule can fulfill this role. Comprehensive ab initio calculations are performed
on several different molecules to obtain their vibrational spectra. Using the ME
approach of chapter 3 the effect of vibrations on both the IV characteristics and
the electroluminescence spectrum is calculated. Comparison to measured spectra
again shows excellent agreement.

In strongly coupled molecules, where the NEGF method is most applicable, vi-
brational excitations affect the IVs in a substantially different way than in weakly
coupled systems. Chapter 7 explores this effect in detail by performing extensive
ab initio calculations which show good agreement with measurements. The differ-
ences between vibrational excitations in weakly and strongly coupled molecules
are discussed and an approximate selection rule is given for excitations in the in-
elastic electron tunneling spectroscopy (IETS) regime.

The different toymodels and ab initio methods developed in this thesis come
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together in Chapter 8, where they are applied to a proposed design for an all-
electric single-molecule motor. In this design, the rotor, which contains a static
dipole moment, is driven by an oscillating gate field. The potential landscape for
this rotation is determined by the conjugated backbone of the molecule. This con-
jugation allows the real-time measure of the rotation through the modulation of
the conductance. We show that this approach provides unidirectionality and full
control over the speed of rotation.

All ab initio calculations in this thesis have been performed with the Amster-
dam Density Functional (ADF) quantum chemistry package [28, 29]. The programs
used to calculate the effects of vibrational excitations in both the NEGF and ME
approach have been developed as modules of this package. Their implementa-
tion details are described in Appendices A, B & C. Finally, Appendix D describes
the implementation of the Langevin equation used to model the dynamics of the
single-molecule motor.
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2
THE NON-EQUILIBRIUM

GREEN’S FUNCTION APPROACH

In this chapter we introduce the non-equilibrium Green’s function method, a for-
malism for solving the many-body Schrödinger equation of a non-equilibrium sys-
tem coupled to semi-infinite leads. An overview of the general formalism is given, af-
ter which the inclusion of capacitive interactions and tunnel couplings is described
in detail. Explicit expressions are given for the properties of interest, such as the
occupation of the levels and the current through the molecule. We also discuss the
calculation of vibrational frequencies and normal modes and their effect on the cur-
rent.

11
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2.1 GENERAL FORMALISM

A quantum-mechanical system, such as a single molecule or a quantum dot,
is described by the Schrödinger equation. For a system with a finite number

of particles there exist several methods for solving the (many-body) Schrödinger
equation. The Hartree-Fock (HF) and density-functional theory (DFT) quantum
chemistry methods in particular are popular approaches. However, when we are
studying a single-molecule junction, we are not looking at a finite system. The
molecule is coupled to metallic electrodes, and via those electrodes to a battery,
measurement equipment, etc. Moreover, we are interested in cases where the sys-
tem is not in equilibrium. A bias voltage may be applied over the molecule, causing
current to flow. In this case the system does not even have a well-defined ground
state. For such a non-equilibrium system coupled to semi-infinite leads, trying to
solve the Schrödinger equation directly is unfeasible.

In this chapter we will introduce the non-equilibrium Green’s function (NEGF)
method, which is our method of choice for solving non-equilibrium many-body
transport problems. The derivation of the general formalism will be brief, for a
complete overview we refer the reader to Refs. [1–4]. For a closed system in equi-
librium, the Green’s function formalism is simply a rephrasing of (solutions to) the
Schrödinger equation, and therefore just as exact. However, the NEGF method
provides a systematic approach to incorporate non-equilibrium interactions of a
nanoscale system with an infinitely large environment. For practical applications,
several approximations are necessary. First, the metallic electrodes, or leads, are
modeled as infinite reservoirs which are themselves non-interacting and in equi-
librium, i.e., they are not influenced by the molecule.1 Note that different leads are
not required to be in equilibrium with each other, otherwise transport would be
impossible. Second, we assume that in the infinite past the system can be parti-
tioned into isolated leads and an isolated molecule, all of which are in equilibrium.
At some point in time the interactions with the leads are turned on adiabatically
and the system evolves to the time of interest.2 Third, the system is an open quan-
tum system. Electrons can travel from the molecule to the leads and be absorbed
without affecting the state of the leads, thereby irreversibly losing all information
of their dynamics.

With these three approximations it is possible to obtain closed expressions for

1The assumption that the leads are not influenced by the molecule may seem unjustified, since the sur-
face atoms on the leads would most likely feel the effects of the molecule, especially those to which the
molecule is bonded. However, we are not required to partition the system at the interface between the
molecule and the electrode. We can incorporate the first few layers of the electrode into an ‘extended
molecule’, which is then coupled to leads that are sufficiently screened from the molecule.

2Alternatively, it is possible to start with a coupled system at zero bias in the infinite past, and adiabat-
ically increase the bias voltage to its final value.
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the properties of interest of a molecular junction (occupation of molecular or-
bitals, current, etc.). However, for systems approaching the complexity of real
molecules, the equations tend to become unwieldy and computationally expen-
sive as all many-body interactions on the molecule are taken into account explic-
itly. For practical applications, the mean-field approximation is therefore often
employed. In this approximation the many-body interactions are taken into ac-
count in an averaged way, making ab initio quantum transport problems tractable
at the cost of the loss of certain transport phenomena, most notably Coulomb
blockade. In chapter 3 we will look at an alternative approach to reducing the
complexity of the many-body Green’s functions, called the master equation (ME)
approach. This approach allows for certain approximations which make it com-
putationally significantly cheaper, yet it retains the many-body character of the
system. Which of these two approximations is applicable to a particular system
depends on the strength of coupling to the leads: for strong coupling the mean-
field NEGF method tends to give the best results while for weak coupling the ME
approach is the method of choice.

2.1.1 THE SCHRÖDINGER EQUATION
The starting point for the derivation of any quantum-mechanical formalism is the
Schrödinger equation and, by extension, the Hamiltonian, which, for a molecule
consisting of n electrons and N nuclei, is given by

H =
n∑

i=1

p2
i

2me
+ e2

4πε0

n∑

i=1

n∑

i ′=i+1

1

|ri − ri ′ |
N∑

j=1

P 2
j

2M j
+ e2

4πε0

N∑

j=1

N∑

j ′= j+1

Z j Z j ′∣∣R j −R j ′
∣∣

− e2

4πε0

n∑

i=1

N∑

j=1

Z j∣∣ri −R j
∣∣ , (2.1)

where i numbers the electrons with mass me, j numbers the nuclei with mass M j

and charge e Z j , and
pi = iħ∇ri , (2.2)

and similarly for P j . The first line in the Hamiltonian describes the electrons, the
second the nuclei and the third the interaction between the electrons and the nu-
clei. The number of degrees of freedom in this Hamiltonian is too large for it to
be tractable on all but the smallest systems. Therefore, a number of approxima-
tions have to be made. The first is to separate the electronic and nuclear degrees
of freedom:

Ψ(r ,R) ≈Ψe(r )Ψn(R). (2.3)
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This approximation is known as the Born-Oppenheimer approximation [1]. Its jus-
tification lies in the fact that the nuclei are much heavier than the electrons (by at
least three orders of magnitude), and therefore move much more slowly than the
electrons. The Hamiltonian governing the electronic wave-functions is

He =−
n∑

i=1

ħ2

2me
∇2

ri
+ e2

4πε0

n∑

i=1

n∑

i ′=i+1

1

|ri − ri ′ |
− e2

4πε0

n∑

i=1

N∑

j=1

Z j∣∣∣ri −R0
j

∣∣∣
, (2.4)

where R0
j are the instantaneous positions of the nuclei. This Hamiltonian can be

split into a single-electron Hamiltonian

Hse =−
n∑

i=1

ħ2

2me
∇2

ri
− e2

4πε0

n∑

i=1

N∑

j=1

Z j∣∣∣ri −R0
j

∣∣∣
, (2.5)

and an interaction Hamiltonian

Hi =
e2

4πε0

n∑

i=1

n∑

i ′=i+1

1

|ri − ri ′ |
= e2

4πε0

1

2

∑

i

∑

i ′ 6=i

1

|ri − ri ′ |
. (2.6)

The solutions to the single-electron Hamiltonian can be written as a product of
single-particle wave-functions φki (ri ′ ), where ki denotes any possible quantum
number, including spin. Since electrons are fermions, the eigenvalue of the per-
mutation operator, which exchanges two particles, is −1, which means that the
many-electron wave-function is antisymmetric with respect to particle exchange.
This requirement is met by the many-electron wave-functions, which can be writ-
ten as a Slater determinant of the n ×n matrix of single-electron wave-functions:

Φk (r ) = 1p
n!

∣∣∣∣∣∣∣∣∣∣

φk1 (r1) φk1 (r2) . . . φk1 (rn)
φk2 (r1) φk2 (r2) . . . φk2 (rn)

...
...

. . .
...

φkn (r1) φkn (r2) . . . φkn (rn)

∣∣∣∣∣∣∣∣∣∣

. (2.7)

Such a Slater determinant does not include any correlations apart from exchange,
and is therefore still a wave-function of non-interacting electrons. Since the set of
all possible Slater determinants forms a complete basis of the Hilbert space [3], the
interacting many-electron wave-function can be written as a linear combination of
non-interacting Slater determinants:

Ψe(r ) =
∑

{k}
CkΦk (r ). (2.8)
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2.1.2 SECOND QUANTIZATION
Since the electrons are indistinguishable, it is generally more convenient to use
a representation in which we only specify how many electrons are in a specific
single-particle state φki (r ), known as second quantization [5]. Using the Dirac no-
tation, we can write

|Φk (r )〉 =
∣∣nk1 ,nk2 , . . . ,nkn

〉
, (2.9)

where nki is the occupation number of the single-particle state φki (r ). The Φk (r )
are called Fock states and form a basis of the Fock space, which is an ‘extended’
Hilbert space with a variable number of particles.

In the Fock space, we can define operators which either create (d̂ †
ki

) or destroy

(d̂ki ) a particle in the single-particle state φki (r ):

d̂ †
ki

∣∣nk1 , . . . ,nki , . . . ,nkn

〉= (−1)si
(
1−nki

)∣∣nk1 , . . . ,nki +1, . . . ,nkn

〉
, (2.10a)

d̂ki

∣∣nk1 , . . . ,nki , . . . ,nkn

〉= (−1)si nki

∣∣nk1 , . . . ,nki −1, . . . ,nkn

〉
, (2.10b)

where (−1)si , with
si =

∑

i ′<i

nki ′ , (2.11)

takes care of the anti-symmetry requirement of the wave-functions. From these
definitions it is easy to see that

d̂ †
ki

d̂ki

∣∣nk1 , . . . ,nki , . . . ,nkn

〉= nki

∣∣nk1 , . . . ,nki , . . . ,nkn

〉
, (2.12)

hence we can define the occupation number operator

n̂ki ≡ d̂ †
ki

d̂ki . (2.13)

Similarly,

d̂ki d̂ †
ki

∣∣nk1 , . . . ,nki , . . . ,nkn

〉= (
1−nki

)∣∣nk1 , . . . ,nki , . . . ,nkn

〉
, (2.14)

which can be interpreted as the occupation number operator for holes instead of
electrons. We therefore have

d̂ki d̂ †
ki
+ d̂ †

ki
d̂ki = 1. (2.15)

More generally, it can be shown that for two arbitrary single-particle states ki and
ki ′

{
d̂ki , d̂ †

k ′
i

}
= δki ,k ′

i
, (2.16a)

{
d̂ki , d̂k ′

i

}
=

{
d̂ †

ki
, d̂ †

k ′
i

}
= 0, (2.16b)
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where the curly brackets denote anti-commutators.
The operators d̂ †

ki
and d̂ki create and destroy a particle with quantum number

ki . We can also define field operators, which create or destroy a particle at position
r :

ψ̂†(r ) =
∑

ki

φ∗
ki

(r )d̂ †
ki

, (2.17a)

ψ̂(r ) =
∑

ki

φki (r )d̂ki . (2.17b)

Using the field operators we can transform a single-particle operator from the po-
sition representation to second-quantized form:

Â =
∫

d3r ψ̂†(r )A(r )ψ̂(r ) =
∑

ki

∑

k ′
i

Aki ,k ′
i
d̂ †

ki
d̂k ′

i
, (2.18)

where

Aki ,k ′
i
=

∫
d3rφ∗

ki
(r )A(r )φk ′

i
(r ). (2.19)

Similarly for a two-particle operator:

B̂ =
∫

d3r
∫

d3r ′ψ̂†(r )ψ̂† (
r ′)B

(
r ,r ′)ψ̂

(
r ′)ψ̂(r )

=
∑

ki

∑

k ′
i

∑

k ′′
i

∑

k ′′′
i

Bki ,k ′
i ,k ′′

i ,k ′′′
i

d̂ †
ki

d̂ †
k ′

i
d̂k ′′

i
d̂k ′′′

i
, (2.20)

where

Bki ,k ′
i ,k ′′

i ,k ′′′
i
=

∫
d3r

∫
d3r ′φ∗

ki
(r )φ∗

k ′
i

(
r ′)B

(
r ,r ′)φk ′′

i

(
r ′)φk ′′′

i
(r ). (2.21)

Since the single-electron wave-functions φki (r ) are eigenfunctions of Hse with
eigenvalues εki , the single-electron Hamiltonian can be written as

Hse =
∑

iσ
εiσn̂iσ, (2.22)

where we have now explicitly included the orbital and spin quantum numbers i
and σ. So far we have taken

{
φiσ(r )

}
to be the set of eigenfunctions of the many-

atom single-electron Hamiltonian. However, the set of all possible solutions to the
several single-atom single-electron Hamiltonians also spans the Hilbert space and
can therefore also be used to construct the Fock space. In this basis Hse is no longer
diagonal, but of the form

Hse =
∑

iσ
εiσd̂ †

iσd̂iσ+
∑

iσ

∑

i ′ 6=i

τi ,i ′σd̂ †
iσd̂i ′σ, (2.23)
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where hermiticity of the Hamiltonian requires that τi ,i ′σ = τ∗i ′,iσ. This is the most
general form of the single-electron Hamiltonian in the framework of second quan-
tization. The only assumption here is that τi ,i ′σ mixes different orbital but not spin
wave-functions, i.e., spin-orbit coupling and magnetic fields are not taken into ac-
count.

The interaction Hamiltonian Hi contains a two-particle operator which can be
written as

Hi = 1
2

∑

iσ

∑

i ′

∑

i ′′σ′′

∑

i ′′′
Ui ,i ′σ;i ′′,i ′′′σ′′ d̂ †

iσd̂i ′σd̂ †
i ′′σ′′ d̂i ′′′σ′′ , (2.24)

where

Ui ,i ′σ;i ′′,i ′′′σ′′ = e2

4πε0

∫
d3r

∫
d3r ′φ†

iσ(r )φ†
i ′σ′

(
r ′) 1

|r − r ′|φi ′′σ′
(
r ′)φi ′′′σ(r ). (2.25)

This Hamiltonian again conserves spin. In the rest of this chapter we will assume
that, in a localized orthonormal basis, Ui ,i ′σ;i ′′,i ′′′σ′′ = 0 when i 6= i ′ or i ′′ 6= i ′′′. The
Hamiltonian then simplifies to

Hi = 1
2

∑

iσ

∑

i ′σ′ 6=iσ

Uiσ;i ′σ′ d̂ †
iσd̂iσd̂ †

i ′σ′ d̂i ′σ′

= 1
2

∑

iσ

∑

i ′σ′ 6=iσ

Uiσ;i ′σ′ n̂iσn̂i ′σ′ . (2.26)

2.1.3 GREEN’S FUNCTIONS
In the context of transport, it is generally most convenient to solve the Schrödinger
equation with the non-equilibrium Green’s function (NEGF) method, which we
will briefly introduce here. For a complete derivation of the formalism see Refs. [1–
3]. The single-particle Green’s function is defined as

Gi ;i ′
(
t − t ′

)=− i

ħ
〈

T
{

d̂i (t )d̂ †
i ′ (t ′)

}〉
, (2.27)

where T is the time-ordering operator, which moves operators at earlier times to
the right. Assuming the Hamiltonian is time-independent, the Green’s function
only depends on time time difference t − t ′. This Green’s function can be inter-
preted as a propagator. If we create a particle in state i ′ at time t ′, it gives us to the
probability that it is found in state i at time t , i.e., that it propagated from i ′ to i .
Finding a closed expression for the propagator is the main problem in the Green’s
function formalism. Usually we start out by approximating the full propagator with
the free propagator gi ;i ′

(
t − t ′

)
, i.e., the propagator in the absence of any interac-

tions. The first order correction would be when the particle freely propagates from
state i ′ at time t ′ to state i ′′ at time t ′′, at which point it interacts with a potential V
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and is scattered to state i ′′′. It then again freely propagates to time t , where it ends
up in state i . Mathematically, the form of this correction is

Gi ;i ′
(
t − t ′

)= gi ;i ′
(
t − t ′

)+
∫

dt ′′
∑

i ′′′
gi ;i ′′′

(
t − t ′′

)∑

i ′′
Vi ′′′;i ′′gi ′′;i ′

(
t ′′− t ′

)
, (2.28)

where we have integrated over all possible interaction times t ′′. This equation can
be simplified significantly by writing the sums over i ′′ and i ′′′ as matrix products,
and taking the Fourier transform, for which we will use the following convention:

F
{

f (t )
}≡ f (ω) =

∫ ∞

−∞
dte iωt f (t ) =

∫ ∞

−∞
dte i εħ t f (t ) = f (ε), (2.29a)

F−1 {
f (ω)

}≡ f (t ) = 1

2π

∫ ∞

−∞
dωe−iωt f (ω) = 1

ħ

∫ ∞

−∞
dε

2π
e−i εħ t f (ε). (2.29b)

The Fourier transform turns the integral over t ′′ into a simple product, and we are
left with

G(ε) = g (ε)+g (ε)Σ(ε)g (ε). (2.30)

Where Σ(ε), the so-called self-energy, is the sum of all possible interactions. Drop-
ping the explicit dependence on ε for the moment, the second-order correction to
the propagator is

G = g +gΣg +gΣgΣg . (2.31)

Continuing the iteration to infinite order yields

G = g +gΣ
(
g +gΣg + . . .

)

= g +gΣG . (2.32)

This equation is know as the Dyson equation. It can be solved formally to give

G = (
g−1 −Σ)−1

. (2.33)

Alternatively, we can define the self-energy as the reciprocal difference between
the free and the full propagator:

Σ= g−1 −G−1. (2.34)

Although in principle it is possible to analyze the system solely in terms of the
time-ordered Green’s function, in practice it is more useful to work with two differ-
ent Green’s functions: the lesser Green’s function,

G<
i ;i ′

(
t − t ′

)= i

ħ
〈

d̂ †
i ′ (t ′)d̂i (t )

〉
, (2.35)
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and the greater Green’s function,

G>
i ;i ′

(
t − t ′

)=− i

ħ
〈

d̂i (t )d̂ †
i ′ (t ′)

〉
. (2.36)

In terms of these Green’s functions we can write Eq. 2.27 as

Gi ;i ′
(
t − t ′

)= θ (
t − t ′

)
G>

i ;i ′
(
t − t ′

)+θ (
t ′− t

)
G<

i ;i ′
(
t − t ′

)
. (2.37)

Note that from the definition of the lesser Green’s function, we have

〈n̂i (t )〉 = lim
t ′→t

ħ
i

G<
i ;i

(
t − t ′

)=
∫

dε

2πi
G<

i ;i (ε). (2.38)

As we will see later, most properties of interest, such as the current, can also be ob-
tained from the lesser Green’s function. However, it is generally difficult to obtain a
closed expression for G<

i ′i
(
t − t ′

)
. Usually it is more convenient to work with either

the retarded Green’s function,

G+
i ;i ′

(
t − t ′

)=− i

ħθ(t − t ′)
〈{

d̂i (t ), d̂ †
i ′

(
t ′

)}〉
, (2.39)

or the advanced Green’s function,

G−
i ;i ′

(
t − t ′

)= i

ħθ(t ′− t )
〈{

d̂i (t ), d̂ †
i ′

(
t ′

)}〉
, (2.40)

where the curly brackets again denote anti-commutators. These Green’s functions
are not independent. From their definitions it is easy to see that

G+
i ;i ′

(
t − t ′

)−G−
i ;i ′

(
t − t ′

)=G>
i ;i ′

(
t − t ′

)−G<
i ;i ′

(
t − t ′

)
. (2.41)

The Spectral Function
Eq. 2.41 has an important application in the definition of the spectral function:

Ai ;i ′
(
t − t ′

)= 1

h

〈{
d̂i (t ), d̂ †

i ′
(
t ′

)}〉

= i
G>

i ;i ′
(
t − t ′

)−G<
i ;i ′

(
t − t ′

)

2π

= i
G+

i ;i ′
(
t − t ′

)−G−
i ;i ′

(
t − t ′

)

2π
. (2.42)

Since it can be shown that in the Fourier domain

(
G+)† =G−, (2.43)
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the last line reduces to

A(ε) =− 1

π
Im

{
G+(ε)

}
. (2.44)

For a non-interacting system (Σ= 0) the spectral function is simply a diagonal ma-
trix with delta functions at the eigenvalues of the Hamiltonian, hence

D(ε) = Tr{A(ε)} (2.45)

is the density of states (DOS) of the system. Since A(ε) is related to the imaginary
part of G+(ε), which describes the dissipation of the system, the effect of a non-
zero self-energy is to broaden the delta functions and give a finite lifetime to the
eigenstates of the unperturbed Hamiltonian.

The physical interpretation of the spectral function can be put on a more rigid
footing by considering the fluctuation-dissipation theorem. It can be shown [2, 3]
that for a system in grand-canonical equilibrium with a reservoir with chemical
potential µ at temperature T , the lesser and greater Green’s functions are related
via

G<(ε) =−e
ε−µ
kBT G>(ε). (2.46)

From Eq. 2.42 we therefore have

G<(ε) = 2πi f (ε)A(ε), (2.47)

and

G>(ε) =−2πi
(
1− f (ε)

)
A(ε), (2.48)

where

f (ε) = 1

e
µ−ε
kBT +1

(2.49)

is the Fermi distribution. This shows that, in equilibrium, the lesser Green’s func-
tion, corresponding to the expectation value of the occupation number operator,
can be interpreted as a product of the spectral function, containing information on
the density of states, and the occupation probability, given by the Fermi distribu-
tion. As the greater Green’s function is proportional to 1− f (ε), it can be interpreted
as referring to holes instead of electrons.

The Keldysh Equation
Eq. 2.47 only holds in equilibrium. For non-equilibrium systems we need another
relation between G< and G+ and G−, which can be obtained from Langreth the-
orem (see Refs. [2, 3] for a full derivation). This theorem says that for two Green’s
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functions A and B , we have

(AB )+ = A+B+, (2.50a)

(AB )< = A+B<+ A<B−, (2.50b)

and consequently

(ABC )< = A+B+C<+ A+B<C−+ A<B−C−. (2.51)

Similar relations hold for the greater Green’s functions. Applying these rules to the
Dyson equation (Eq. 2.32) yields

G< = g<+g+Σ+G<+g+Σ<G−+g<Σ−G−. (2.52)

Iterating once and grouping terms gives

G< = (
1+g+Σ+)

g< (1+Σ−G−)+
(
g++g+Σ+g+)

Σ<G−+g+Σ+g+Σ+G<. (2.53)

Carrying out this iteration to infinite order results in:

G< = (
1+G+Σ+)

g< (1+Σ−G−)+G+Σ<G−. (2.54)

This equation is known as the Keldysh equation. It can be show that, if the system
was non-interacting in the infinite past, i.e., all interactions are contained in the
self-energy, the first term vanishes [2, 3]. Additionally, it can be shown to vanish
when all resonances of the isolated system are broadened by the self-energy [6].
The latter will generally hold for the valence electrons in a molecular junction.
Most applications therefore use the reduced form of the Keldysh equation:

G< =G+Σ<G−. (2.55)

In a typical analysis with the NEGF approach, we first try to find a closed ex-
pression for g− and Σ−. From this we can obtain an expression for G− by using
the Dyson equation (Eq. 2.32), which is still valid for the retarded Green’s function
according to the Langreth theorem (Eq. 2.50a). Assuming we also have an expres-
sion for Σ<, we can obtain G< from the Keldysh equation. From the lesser Green’s
function we can finally calculate the properties of interest, such as the expectation
values of the occupation number operators (Eq. 2.38).

2.2 THE EQUATION-OF-MOTION METHOD

So far we have only looked at how to proceed once we already have expressions
for the retarded Green’s function and the self-energy. How to obtain those ex-

pressions still needs to be explained. The method of choice is the equation-of-
motion (EOM) method. In the Heisenberg picture of quantum mechanics, it is not
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the state vectors, but the operators which depend on time:

〈
Ψ(t )

∣∣Â
∣∣Ψ(t )

〉=
〈
Ψe

i
ħ H t ∣∣Â

∣∣e−
i
ħ H tΨ

〉
= 〈
Ψ

∣∣Â(t )
∣∣Ψ

〉
. (2.56)

From this definition we can derive an equation of motion for the time-dependent
operator:

d

dt
Â(t ) = d

dt
e

i
ħ H t Âe−

i
ħ H t = i

ħHe
i
ħ H t Âe−

i
ħ H t −e

i
ħ H t Âe−

i
ħ H t i

ħH

=− i

ħ
[

Â(t ), H
]

, (2.57)

where the square brackets denote commutators. Applying this technique to the
definition of the retarded Green’s function (Eq. 2.39) gives us a differential equation
for G+

i ;i ′
(
t − t ′

)
. Using the Fourier transform turns this into an algebraic equation

in the energy domain via
F

{
iħ ḟ (t )

}= ε f (ε), (2.58)

which is easily solved. This is convenient, as both the Dyson and the Keldysh equa-
tion are simple algebraic equations in the energy domain. In practice, only the
lesser Green’s function needs to be transformed back to the time domain in order
to obtain the expectation values of the occupation number operators (Eq. 2.38).

2.2.1 NO INTERACTIONS
As we have seen in section 2.1.2, the Hamiltonian for a system with non-interacting
electrons is given by

HS =
∑

iσ
εiσd̂ †

iσd̂iσ, (2.59)

where i numbers the orbitals (or levels), σ the spin, and d̂ †
iσ and d̂iσ are the cre-

ation and annihilation operators. Note that this Hamiltonian describes an isolated
molecule without capacitive interactions. The leads are neglected for the moment.
From the Hamiltonian we can obtain the equations of motion for d̂ †

iσ and d̂iσ via
Eq. 2.57:

iħ ˙̂d †
iσ(t ) =−εiσd̂ †

iσ(t ), (2.60a)

iħ ˙̂diσ(t ) = εiσd̂iσ(t ). (2.60b)

With these, the EOM for the retarded Green’s function is readily found:

iħĠ+
iσ;i ′σ′

(
t − t ′

)= δ(
t − t ′

)
δi ,i ′δσ,σ′ +εiσG+

iσ;i ′σ′
(
t − t ′

)
, (2.61)



2.2. THE EQUATION-OF-MOTION METHOD 23

{{2

which, after Fourier transforming with respect to t − t ′, turns into

εG+
iσ;i ′σ′ (ε) = δi ,i ′δσ,σ′ +εiσG+

iσ;i ′σ′ (ε), (2.62)

hence

G+
iσ;i ′σ′ (ε) = δi ,i ′δσ,σ′

ε−εiσ
. (2.63)

This Green’s function is zero when σ 6= σ′. This is a general feature of all Green’s
functions which we will study, since, in the absence of spin-orbit coupling and
magnetic fields, processes involving a spin flip are forbidden. We will therefore
use the following compact notation:

G+
i ;i ′σ(ε) = δi ,i ′

ε−εiσ
. (2.64)

Note that this Green’s function is undefined at ε = εiσ. The retarded Green’s func-
tion is therefore generally defined by taking ε→ ε+ iη:

G+
i ;i ′σ(ε) = lim

η→0+

δi ,i ′

ε−εiσ+ iη
, (2.65)

where η is a positive infinitesimal. This results in the following spectral function
(Eq. 2.42):

Ai ;i ′σ(ε) = i
G+

i ;i ′σ(ε)−G−
i ;i ′σ(ε)

2π
= δi ,i ′ lim

η→0+
1

π

η

(ε−εiσ)2 +η2
= δi ,i ′δ (ε−εiσ) , (2.66)

i.e., a diagonal matrix with delta functions at the eigenvalues of the Hamiltonian,
as would be expected.

In the following sections we will drop the explicit η dependence of the Green’s
functions. Note that for interactions which cause the single-molecule states to
have a finite lifetime, such as tunnel couplings, the corresponding self-energies
have a non-zero imaginary part, and the use of an infinitesimal η is superfluous.

2.2.2 CAPACITIVE INTERACTIONS
The Coulomb term in the interaction Hamiltonian adds capacitive interactions be-
tween the electrons, resulting in a Hamiltonian of the following form (see Eq. 2.26)

HS =
∑

iσ
εiσd̂ †

iσd̂iσ+ 1
2

∑

iσ

∑

i ′σ′
Uiσ;i ′σ′ d̂ †

iσd̂iσd̂ †
i ′σ′ d̂i ′σ′ . (2.67)
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Note that Uiσ,iσ should be zero, otherwise this Hamiltonian contains (unphysical)
self-interactions. The equations of motion for the creation and annihilation oper-
ators in the presence of capacitive interactions are

iħ ˙̂d †
iσ(t ) =−

(
εiσ+

∑

i ′σ′
Uiσ;i ′σ′ n̂i ′σ′ (t )

)
d̂ †

iσ(t ), (2.68a)

iħ ˙̂diσ(t ) =
(
εiσ+

∑

i ′σ′
Uiσ;i ′σ′ n̂i ′σ′ (t )

)
d̂iσ(t ), (2.68b)

where n̂iσ ≡ d̂ †
iσd̂iσ, with ˙̂niσ(t ) = 0. The EOM for the retarded Green’s function is

now

iħĠ+
i ;i ′σ

(
t − t ′

)= δ(
t − t ′

)
δi ,i ′ +εiσG+

i ;i ′σ
(
t − t ′

)+
∑

i ′′σ′′
Uiσ;i ′′σ′′G (2)+

(i ′′σ′′)i ;i ′σ
(
t − t ′

)
,

(2.69)
where

G (2)+
(i ′′σ′′)i ;i ′σ

(
t − t ′

)≡− i

ħθ(t − t ′)
〈{

n̂i ′′σ′′ (t )d̂iσ(t ), d̂ †
i ′σ

(
t ′

)}〉
, (2.70)

is the second-order Green’s function. After Fourier transforming, we obtain

(ε−εiσ)G+
i ;i ′σ(ε) = δi ,i ′ +

∑

i ′′σ′′
Uiσ;i ′′σ′′G (2)+

(i ′′σ′′)i ;i ′σ(ε). (2.71)

In order to get a closed expression for G+
i ;i ′σ(ε), we first have to find an expression

for the second-order Green’s function. Employing the EOM technique once again
yields, in the Fourier domain,

(ε−εiσ)G (2)+
(i ′′σ′′)i ;i ′σ(ε) = δi ,i ′ 〈n̂i ′′σ′′〉+

∑

i ′′′σ′′′
Uiσ;i ′′′σ′′′G (3)+

(i ′′′σ′′′)(i ′′σ′′)i ;i ′σ(ε). (2.72)

This in turn depends on the third-order Green’s function:

G (3)+
(i ′′′σ′′′)(i ′′σ′′)i ;i ′σ

(
t − t ′

)≡− i

ħθ(t − t ′)
〈{

n̂i ′′′σ′′′ (t )n̂i ′′σ′′ (t )d̂iσ(t ), d̂ †
i ′σ

(
t ′

)}〉
, (2.73)

the EOM of which is given by

(ε−εiσ)G (3)+
(i ′′′σ′′′)(i ′′σ′′)i ;i ′σ(ε) =δi ,i ′ 〈n̂i ′′′σ′′′ n̂i ′′σ′′〉

+
∑

i ′′′′σ′′′′
Uiσ;i ′′′′σ′′′′G (4)+

(i ′′′′σ′′′′)(i ′′′σ′′′)(i ′′σ′′)i ;i ′σ(ε), (2.74)

and so on. For an infinite number of levels, this leads to an infinite hierarchy of
Green’s functions. If the number of levels Nk is finite, and Uiσ;iσ = 0, the hierarchy
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ends with G(Nk )+
(...)i ,i ′σ(ε), since each single-particle state can appear at most once in

the indices of the Green’s functions.3 However, even if the hierarchy is infinite, it is
still possible to obtain a closed expression for G+

i ;i ′σ(ε). We write

(ε−εiσ)G+
i ;i ′σ(ε) = δi ,i ′

(
1+〈

Ûiσ(ε)
〉)

, (2.75)

where

Ûiσ(ε) =
∑

i ′σ′

Uiσ;i ′σ′

ε−εiσ
n̂i ′σ′

(
1+

∑

i ′′σ′′

Uiσ;i ′′σ′′

ε−εiσ
n̂i ′′σ′′

(
1+

∑

i ′′′σ′′′

Uiσ;i ′′′σ′′′

ε−εiσ
n̂i ′′′σ′′′ (1+ . . .)

))

=
∞∑

p=1

(
∑

i ′σ′

Uiσ;i ′σ′

ε−εiσ
n̂i ′σ′

)p

, (2.76)

is the operator containing all capacitive interactions. Inserting this into the expres-
sion for the Green’s function yields

G+
i ;i ′σ(ε) = δi ,i ′

ε−εiσ

〈 ∞∑
p=0

(
∑

i ′′σ′′

Uiσ;i ′′σ′′

ε−εiσ
n̂i ′′σ′′

)p〉

=
〈

δi ,i ′

ε−εiσ−
∑

i ′′σ′′ Uiσ;i ′′σ′′ n̂i ′′σ′′

〉
. (2.77)

This equation can be written in the form of a Dyson equation (Eq. 2.32) if we take
Eq. 2.65 for g+

σ and define the (diagonal) capacitive self-energy matrix as

Σ̂C
i ,i ′σ = δi ,i ′

∑

i ′′σ′′
Uiσ;i ′′σ′′ n̂i ′′σ′′ . (2.78)

Note, however, that even though Eq. 2.77 has the form of a Dyson equation, it is not
an example of a Dyson equation. On the first line we take the expectation value of
products of terms, while Eq. 2.32 contains products of expectation values. This
difference also has consequences for the Keldysh equation, since it is derived from
the Dyson equation by means of the Langreth theorem. However, the Langreth
theorem only depends on the time-argument of the Green’s functions, not on the
fact that they contain expectation values [2]. This means that it is still possible to
use the Keldysh equation, provided we only take the expectation value of the final
result.

If we take all capacitive interactions to be equal, except the self-interaction, i.e.,

Uiσ;i ′σ′ =
{

U iσ 6= i ′σ′,
0 otherwise,

(2.79)

3This is due to the fact that n̂iσn̂iσ = n̂iσ.
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Eq. 2.77 becomes

G+
i ;i ′σ(ε) =

〈
δi ,i ′

ε−εiσ−U N̂iσ

〉
, (2.80)

where N̂iσ ≡ ∑
i ′σ′ 6=iσ n̂iσ. In practical applications we are often interested in sys-

tems containing only a single (valence) electron (see, for example, section 4.2).
Such a system can be described by taking the limit of U →∞. N̂iσ is now either 0
or 1, and we have

G+
i ;i ′σ(ε) =





δi ,i ′
ε−εiσ

N̂iσ = 0,
δi ,i ′

ε−εiσ−U = 0 N̂iσ = 1,

= δi ,i ′
1−〈

N̂iσ
〉

ε−εiσ
. (2.81)

2.2.3 TUNNEL COUPLINGS
Let us now look at what happens if we include a tunnel coupling term in the Hamil-
tonian. We will include both couplings to external leads and intra-system cou-
plings, since they can be treated on an equal footing in the upcoming analysis.
The Green’s function hierarchy resulting from these coupling terms can no longer
be solved exactly, so we will consider several approximations to simplify the equa-
tions.

With an intra-system tunnel-coupling term, the Hamiltonian of the system is
given by (see Eq. 2.23)

HS =
∑

iσ
εiσd̂ †

iσd̂iσ+ 1
2

∑

iσ

∑

i ′σ′
Uiσ;i ′σ′ d̂ †

iσd̂iσd̂ †
i ′σ′ d̂i ′σ′ +

∑

iσ

∑

i ′ 6=i

τi ,i ′σd̂ †
iσd̂i ′σ. (2.82)

Note that the hermiticity of the Hamiltonian requires that τi ,i ′σ = τ∗i ′,iσ.
The system is coupled to external non-interacting leads, which are described

by

HL =
∑

αkσ
εαkσĉ†

αkσĉαkσ, (2.83)

where α numbers the leads, k the states on the leads, and σ is again the spin of the
electrons. The interaction between the system and the leads is given by

HI =
∑

iσ

∑

αk
Vαk,iσĉ†

αkσd̂iσ+h.c. (2.84)

From the total Hamiltonian we obtain the following equations of motion for
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the creation and annihilation operators of the electrons on the molecule:

iħ ˙̂d †
iσ(t ) =−

(
εiσ+

∑

i ′σ′
Uiσ;i ′σ′ n̂i ′σ′ (t )

)
d̂ †

iσ(t )−
∑

i ′
τ∗i ,i ′σd̂ †

i ′σ(t )−
∑

αk
Vαk,iσĉ†

αkσ(t ),

(2.85a)

iħ ˙̂diσ(t ) =
(
εiσ+

∑

i ′σ′
Uiσ;i ′σ′ n̂i ′σ′ (t )

)
d̂iσ(t )+

∑

i ′
τi ,i ′σd̂i ′σ(t )+

∑

αk
V ∗
αk,iσĉαkσ(t ),

(2.85b)

and for the electrons on the leads:

iħ ˙̂c†
αkσ(t ) =−εαkσĉ†

αkσ(t )−
∑

i
V ∗
αk,iσd̂ †

iσ(t ), (2.86a)

iħ ˙̂cαkσ(t ) = εαkσĉαkσ(t )+
∑

i
Vαk,iσd̂iσ(t ). (2.86b)

It is convenient to also write down the EOM for n̂iσ:

iħ ˙̂niσ(t ) =
∑

i ′

(
τi ,i ′σd̂ †

iσ(t )d̂i ′σ(t )−τ∗i ,i ′σd̂ †
i ′σ(t )d̂iσ(t )

)

+
∑

αk

(
V ∗
αk,iσd̂ †

iσ(t )ĉαkσ(t )−Vαk,iσĉ†
αkσ(t )d̂iσ(t )

)
. (2.87)

From these equations we get for the retarded Green’s function

εG+
i ;i ′σ(ε) =δi ,i ′ +εiσG+

i ;i ′σ(ε)+
∑

i ′′σ′′
Uiσ;i ′′σ′′G (2)+

(i ′′σ′′)i ;i ′σ(ε)+
∑

i ′′
τi ,i ′′σG+

i ′′;i ′σ(ε)

+
∑

αk
V ∗
αk,iσG+

αk;i ′σ(ε), (2.88)

where the last term is easily shown to be

G+
αk;iσ(ε) =

∑

i ′

Vαk,i ′σ

ε−εαkσ
G+

i ′;iσ(ε). (2.89)

Defining the retarded self-energy

Σα+i ,i ′σ(ε) ≡
∑

k
V ∗
αk,iσVαk,i ′σg+

αk;αkσ(ε) =
∑

k

V ∗
αk,iσVαk,i ′σ

ε−εαkσ
, (2.90)

where

g+
αk;α′k ′σ(ε) = δα,α′δk,k ′

ε−εαkσ
(2.91)
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is the retarded Green’s function of the uncoupled non-interacting leads, Eq. 2.88
becomes

(ε−εiσ)G+
i ;i ′σ(ε) =δi ,i ′ +

∑

i ′′σ′′
Uiσ;i ′′σ′′G (2)+

(i ′′σ′′)i ;i ′σ(ε)

+
∑

i ′′

(
τi ,i ′′σ+

∑
α
Σα+i ,i ′′σ(ε)

)
G+

i ′′;i ′σ(ε). (2.92)

In matrix form this can be written as(
ε1−εσ−τσ−

∑
α
Σα+σ (ε)

)
G+
σ(ε) = 1+

∑

i ′′σ′′
G̃ (2)+

(i ′′σ′′)σ(ε), (2.93)

where
G̃ (2)+

(i ′′σ′′)i ;i ′σ(ε) ≡Uiσ;i ′′σ′′G (2)+
(i ′′σ′′)i ;i ′σ(ε). (2.94)

The EOM for the second-order Green’s function is

εG (2)+
(i ′′σ′′)i ;i ′σ(ε) =δi ,i ′ 〈n̂i ′′σ′′〉+εiσG (2)+

(i ′′σ′′)i ;i ′σ(ε)+
∑

i ′′′σ′′′
Uiσ;i ′′′σ′′′G (3)+

(i ′′′σ′′′)(i ′′σ′′)i ;i ′σ(ε)

+
∑

i ′′′
τi ,i ′′′σG (2)+

(i ′′σ′′)i ′′′;i ′σ(ε)+
∑

αk
V ∗
αk,iσG (2)+

(i ′′σ′′)αk;i ′σ(ε)

+
∑

i ′′′

(
τi ′′,i ′′′σ′′G (2)+

(i ′′,i ′′′σ′′)i ;i ′σ(ε)−τ∗i ′′,i ′′′σ′′G
(2)+
(i ′′′,i ′′σ′′)i ;i ′σ(ε)

)

+
∑

αk

(
V ∗
αk,i ′′σ′′G

(2)+
(i ′′,αkσ′′)i ;i ′σ(ε)−Vαk,i ′′σ′′G (2)+

(αk,i ′′σ′′)i ;i ′σ(ε)
)

. (2.95)

The Hartree-Fock Approximation
At this point it becomes necessary to introduce certain approximations in order
to keep the hierarchy of Green’s functions manageable. In the Hartree-Fock (HF)
approximation we simply cut off the hierarchy after first order by assuming that

G (2)+
(i ′′σ′′)i ′′′;i ′σ(ε) = 〈n̂i ′′σ′′〉G+

i ′′′;i ′σ(ε), (2.96)

i.e., we neglect all correlations between the occupation number operators. In ma-
trix form, Eq. 2.88 now becomes

G+
σ(ε) =

(
ε1−εσ−

〈
Σ̂C
σ

〉−τσ−
∑
α
Σα+σ (ε)

)−1

, (2.97)

where Σ̂C
σ is given by Eq. 2.78. This shows that assuming Eq. 2.96 is equivalent

to taking the mean-field approximation, since only the average of the capacitive
interactions is taken into account. Since the creation and annihilation operators
are defined as operating on Slater determinants (see section 2.1.2), exchange is
taken into account explicitly in the HF approximation, but all other correlations
are neglected.
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Hartree-Fock Revisited

An alternative to HF would be to not assume Eq. 2.96, but to obtain G (2)+
(i ′′σ′′)i ;i ′σ(ε)

from its equation of motion (Eq. 2.95). However, in order to make the EOM man-
ageable, we have to make another approximation. Instead of making approxima-
tions about the capacitive interactions, we now make the following assumptions
about the tunnel couplings (corresponding to the terms on the last two lines of
Eq. 2.95):

τi ′′,i ′′′σ′′G (2)+
(i ′′,i ′′′σ′′)i ;i ′σ(ε)−τ∗i ′′,i ′′′σ′′G

(2)+
(i ′′′,i ′′σ′′)i ;i ′σ(ε) = 0, (2.98a)

V ∗
αk,i ′′σ′′G

(2)+
(i ′′,αkσ′′)i ;i ′σ(ε)−Vαk,i ′′σ′′G (2)+

(αk,i ′′σ′′)i ;i ′σ(ε) = 0. (2.98b)

Note that these terms both originate from Eq. 2.87. This approximation is therefore
equivalent to saying that n̂iσ still commutes with the Hamiltonian. In other words,
we assume the coupling to be weak enough that the original eigenstates, i.e., those
of the Hamiltonian in Eq. 2.59, are still good eigenfunctions in the presence of tun-
nel couplings.

We still need the EOM for G (2)+
(i ′′σ′′)αk;i ′σ(ε), which is given by

εG (2)+
(i ′′σ′′)αk;i ′σ(ε) =εαkσG (2)+

(i ′′σ′′)αk;i ′σ(ε)+
∑

i ′′′
Vαk,i ′′′σG (2)+

(i ′′σ′′)i ′′′;i ′σ(ε)

+
∑

i ′′′

(
τi ′′,i ′′′σ′′G (2)+

(i ′′,i ′′′σ′′)αk;i ′σ(ε)−τ∗i ′′,i ′′′σ′′G
(2)+
(i ′′′,i ′′σ′′)αk;i ′σ(ε)

)

+
∑

α′k ′

(
V ∗
α′k ′,i ′′σ′′G

(2)+
(i ′′,α′k ′σ′′)αk;i ′σ(ε)−Vα′k ′,i ′′σ′′G (2)+

(α′k ′,i ′′σ′′)αk;i ′σ(ε)
)

.

(2.99)

As before, we take the terms on the last two lines to be zero by assuming weak
coupling, resulting in

G (2)+
(i ′′σ′′)αk;i ′σ(ε) =

∑

i ′′′

Vαk,i ′′′σ

ε−εαkσ
G (2)+

(i ′′σ′′)i ′′′;i ′σ(ε). (2.100)

With this approximation, Eq. 2.95 becomes

(
ε1−εσ−τσ−

∑
α
Σα+σ (ε)

)
G (2)+

(i ′′σ′′)σ(ε) = 〈n̂i ′′σ′′〉1+
∑

i ′′′σ′′′
G̃ (3)+

(i ′′′σ′′′)(i ′′σ′′)σ(ε), (2.101)

where

G̃ (3)+
(i ′′′σ′′′)(i ′′σ′′)i ;i ′σ(ε) ≡Uiσ;i ′′′σ′′′G (3)+

(i ′′′σ′′′)(i ′′σ′′)i ;i ′σ(ε). (2.102)
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Similarly,
(
ε1−εσ−τσ−

∑
α
Σα+σ (ε)

)
G (3)+

(i ′′′σ′′′)(i ′′σ′′)σ(ε) =〈n̂i ′′′σ′′′ n̂i ′′σ′′〉1

+
∑

i ′′′′σ′′′′
G̃ (4)+

(i ′′′′σ′′′′)(i ′′′σ′′′)(i ′′σ′′)σ(ε),

(2.103)

and so on. Putting this back into Eq. 2.88 results in

G+
σ(ε) =

(
ε1−εσ−τσ−

∑
α
Σα+σ (ε)

)−1 (
1+〈

Ûσ(ε)
〉)

, (2.104)

where Ûσ(ε) is now given by (compare with Eq. 2.76)

Ûσ(ε) =
∞∑

p=1

((
ε1−εσ−τσ−

∑
α
Σα+σ (ε)

)−1

Σ̂C
σ

)p

, (2.105)

where Σ̂C
σ is the capacitive self-energy (Eq. 2.78). The final expression for the re-

tarded Green’s function is then

G+
σ(ε) =

〈(
ε1−εσ− Σ̂C

σ−τσ−
∑
α
Σα+σ (ε)

)−1〉
. (2.106)

This differs from the HF result given by Eq. 2.97:

G+
σ(ε) =

(
ε1−εσ−

〈
Σ̂C
σ

〉−τσ−
∑
α
Σα+σ (ε)

)−1

.

Note that Eq. 2.97 is an example of the Dyson equation while Eq. 2.106 is not, as
the expectation value is taken last.

Some texts [2, 3] make the following approximation in addition to Eq. 2.98:

V ∗
αk,iσG (2)+

(i ′′σ′′)αk;i ′σ(ε) = 〈n̂i ′′σ′′〉V ∗
αk,iσG+

αk;i ′σ(ε), (2.107)

i.e., correlations between electrons on the molecule and electrons on the leads are
taken into account in an averaged way. Continuing the Green’s function hierarchy
results in the following Dyson equation:

G+
σ(ε) =

(
g+
σ (ε)−1 −

∑
α
Σα+σ (ε)

)−1

, (2.108)

where
g+
σ (ε) =

〈(
ε1−εσ− Σ̂C

σ−τσ
)−1

〉
(2.109)

is the Green’s function of the isolated molecule (compare with Eq. 2.77).
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2.2.4 TAKING THE EXPECTATION VALUE
The main motivation for the Hartree-Fock, or mean-field, approximation is that it
significantly reduces the number of degrees of freedom in the system as the many-
body problem has been transformed back into a single-particle problem. If there
are Nk single-particle states, Eq. 2.97 simply corresponds to inverting a Nk × Nk

matrix. Eq. 2.106, on the other hand, is still a true many-body Green’s function.
This can be seen by writing down the expectation value explicitly. For a general
many-body operator Â, the expectation value is given by

〈
Â

〉≡
∑

{k}

∑

{k ′}

〈
nk ′

∣∣Â
∣∣nk

〉= Tr
{
ρ̂ Â

}
, (2.110)

where {k} sums over all possible many-body states |nk 〉, and

ρ̂k ,k ′ = Pk ,k ′ |nk 〉〈nk ′ | (2.111)

is the many-body density matrix. From the definition of the retarded Green’s func-

tion (Eq. 2.39), we can see that
〈

nk ′
∣∣∣Ĝ+

i ;i ′σ(ε)
∣∣∣nk

〉
is non-zero only for those com-

binations of k and k ′ that differ solely in the occupation of the single-particle states
iσ and i ′σ, i.e.,

|nk 〉 = |. . . ,niσ = 1, . . . ,ni ′σ = 0, . . .〉 , (2.112a)

|nk ′〉 = |. . . ,niσ = 0, . . . ,ni ′σ = 1, . . .〉 . (2.112b)

Similarly, from the definition of the second-order Green’s function (Eq. 2.70) we

can see that
〈

nk ′
∣∣∣Ĝ (2)+

(i ′′σ′′)i ;i ′σ(ε)
∣∣∣nk

〉
is non-zero only for those combinations of k

and k ′ where the single-particle state i ′′σ′′ is occupied:

|nk 〉 = |. . . ,niσ = 1, . . . ,ni ′σ = 0, . . . ,ni ′′σ′′ = 1, . . .〉 , (2.113a)

|nk ′〉 = |. . . ,niσ = 0, . . . ,ni ′σ = 1, . . . ,ni ′′σ′′ = 1, . . .〉 , (2.113b)

and so on for the higher-order Green’s functions. Note that |nk 〉 and |nk ′〉 always
contain the same number of particles. Since there is only a single k ′ for every k
where the expectation value is non-zero, the double sum in Eq. 2.110 turns into a
single sum and we have

G+
i ;i ′σ(ε) =

∑

{k}
Pk ,k ′

[(
ε1−εσ−U k

σ −τσ−
∑
α
Σα+σ (ε)

)−1]

i ,i ′
, (2.114)

where
U k

i ,i ′σ = δi ,i ′
∑

i ′′
Uiσ;ki ′′ (2.115)



{{2

32 2. THE NON-EQUILIBRIUM GREEN’S FUNCTION APPROACH

is the energy of the capacitive interaction of the many-body state |nk 〉 with the
single-particle state iσ. Similarly, the second-order Green’s function is given by

G (2)+
(i ′′σ′′)i ;i ′σ(ε) =

∑

{k :iσ∈k}
Pk ,k ′

[(
ε1−εσ−U k

σ −τσ−
∑
α
Σα+σ (ε)

)−1]

i ,i ′
, (2.116)

where the sum is over all many-body states with iσ occupied, and so on for the
higher-order Green’s functions. Note that the only difference with Eq. 2.114 is in
the summation over the many-body states. The occupation probabilities Pk ,k ′ can
be obtained from the lesser Green’s function (see chapter 3).

Eq. 2.114 contains a sum over all possible many-body states. If there are Nk

single-particle states, each of which can be either occupied or unoccupied, there
are 2Nk many-body states. Eq. 2.114 therefore corresponds to taking the inverse of
2Nk Nk × Nk matrices. For many problems, especially ab initio calculations, this
quickly becomes prohibitively expensive, leaving the mean-field approach as the
only practical alternative. However, even though this makes ab initio transport
problems tractable, many interesting phenomena are lost, most notably Coulomb
blockade. The HF approximation is therefore best suited for the strong-coupling
limit.4 In this limit the molecular orbitals are hybridized with the orbitals on the
leads, and the occupation of the molecular orbitals is no longer well defined. Dur-
ing transport, the charge on the molecule therefore does not alternate between in-
teger multiples of e, as it does in the weak-coupling limit, and Coulomb blockade
does not occur.

2.3 CALCULATING THE CURRENT

Now that we have expressions for the retarded Green’s function of a system cou-
pled to non-interacting leads, we can calculate the current. The current from

a particular lead is given by the rate of change of the occupation number operator
of that lead, multiplied by −e, where we take e to be positive:

Iα =−e
d

dt

∑

kσ

〈
ĉ†
αkσ(t )ĉαkσ(t )

〉

= ie

ħ
∑

kσ

∑

i

(
Vαk,iσ 〈ĉ†

αkσ(t )d̂iσ(t )〉−V ∗
αk,iσ 〈d̂ †

iσ(t )ĉαkσ(t )〉
)

= e
∑

kσ

∑

i

(
Vαk,iσG<

i ;αkσ(t , t )−V ∗
αk,iσG<

αk;iσ(t , t )
)

=−2e
∑

kσ

∑

i
Re

{
V ∗
αk,iσG<

αk;iσ(t , t )
}

, (2.117)

4Note that we only assumed weak coupling in the derivation of Eq. 2.106, not in the derivation of the
HF result (Eq. 2.97).
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where in the last step we have used the fact that

G<
i ;αkσ(t , t ) =−

(
G<
αk;iσ(t , t )

)∗
. (2.118)

From Eqs. 2.89 and 2.90 we have, in the energy domain,

∑

k
V ∗
αk,iσG+

αk;iσ(ε) =
∑

i ′
Σα+i ,i ′σ(ε)G+

i ′;iσ(ε). (2.119)

Applying the Langreth theorem (Eq. 2.50b) gives

∑

k
V ∗
αk,iσG<

αk;iσ(ε) =
∑

i ′
Σα+i ,i ′σ(ε)G<

i ′;iσ(ε)+
∑

i ′
Σα<i ,i ′σ(ε)G−

i ′;iσ(ε), (2.120)

where the lesser self-energy is given by

Σα<i ,i ′σ(ε) ≡
∑

k
V ∗
αk,iσVαk,i ′σg<

αk;αkσ(ε) = iΓαi ,i ′σ(ε) fα(ε), (2.121)

with the definition that

Γαi ,i ′σ(ε) = 2π
∑

k
V ∗
αk,iσVαk,i ′σδ (ε−εαkσ) . (2.122)

Here we have used the fact that for non-interacting leads in equilibrium 〈n̂αkσ〉 =
fα (εαkσ), where fα(ε) is the Fermi function on lead α (see Eq. 2.47). Similarly,

Σα>i ,i ′σ(ε) ≡
∑

k
V ∗
αk,iσVαk,i ′σg>

αk;αkσ(ε) =−iΓαi ,i ′σ(ε)
(
1− fα(ε)

)
. (2.123)

Without loss of generality, we can split the retarded self-energy (Eq. 2.90) into a real
and an imaginary part:

Σα+σ =Λασ(ε)− i

2
Γασ(ε), (2.124)

where the imaginary part follows from the requirement that (Eq. 2.41)

Σα+σ (ε)−Σα−σ (ε) =Σα>σ (ε)−Σα<σ (ε) =−iΓασ(ε). (2.125)

Eq. 2.117 now be written as

Iσ =−2e

ħ
∑
σ

∫
dε

2π
Tr

{
Re

{
Σα+σ (ε)G<

σ(ε)+Σα<σ (ε)G−
σ(ε)

}}
. (2.126)

From Eq. 2.121, we have
Re

{
Σα<σ (ε)

}= 0. (2.127)
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Combined with the fact that

G+
σ(ε)−G−

σ(ε) =−2iIm
{
G−
σ(ε)

}
, (2.128)

we get for the second term:

Tr
{
Re

{
Σα<σ (ε)G−

σ(ε)
}}=− i

2
Tr

{
Γασ(ε) fα(ε)

(
G+
σ(ε)−G−

σ(ε)
)}

. (2.129)

For the first term we make use of the fact that G<
σ(ε) is anti-Hermitian, i.e. (see

Eq. 2.35), (
G<
σ(ε)

)† =−G<
σ(ε). (2.130)

Combined with the cyclic property of the trace, we get

Tr
{
Re

{
Σα+σ (ε)G<

σ(ε)
}}=− i

2
Tr

{
Γα+σ (ε)G<

σ(ε)
}

. (2.131)

The expression for the current from lead α now becomes:

Iα = ie

ħ
∑
σ

∫
dε

2π
Tr

{
Γασ(ε)

(
G<
σ(ε)+ fα(ε)

[
G+
σ(ε)−G−

σ(ε)
])}

. (2.132)

If there are only two leads, left and right, conservation of current demands that IL =
−IR. The total current can then be symmetrized according to I = IL−IR

2 , yielding

I = ie

2ħ
∑
σ

∫
dε

2π
Tr

{(
ΓL
σ(ε)−ΓR

σ(ε)
)

G<
σ(ε)+ (

ΓL
σ(ε) fL(ε)−ΓR

σ(ε) fR(ε)
)(

G+
σ(ε)−G−

σ(ε)
)}

.

(2.133)
In the non-interacting case, i.e., the leads are non-interacting and the system

was non-interacting in the infinite past, this equation can be simplified consider-
ably. First, using the non-interacting Keldysh equation (Eq. 2.55)

G<
σ =G+

σΣ
<
σG−

σ , (2.134)

and its counterpart for the greater Green’s function,

G>
σ =G+

σΣ
>
σG−

σ , (2.135)

we can write (Eq. 2.41)

G+
σ(ε)−G−

σ(ε) =G>
σ(ε)−G<

σ(ε) =G+
σ(ε)

(
Σ>
σ(ε)−Σ<

σ(ε)
)

G−
σ(ε). (2.136)

Second, for non-interacting leads we have (Eqs. 2.121 and 2.123)

Σ>
σ(ε)−Σ<

σ(ε) =−i
∑
α
Γασ(ε), (2.137)
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and therefore

G+
σ(ε)−G−

σ(ε) =−iG+
σ(ε)

(∑
α
Γασ(ε)

)
G−
σ(ε). (2.138)

Inserting this into Eq. 2.133, grouping terms and making use of the cyclic property
of the trace, we are left with

I = e

ħ
∑
σ

∫
dε

2π

(
fL(ε)− fR(ε)

)
Tσ(ε), (2.139)

where
Tσ(ε) = Tr

{
ΓL
σ(ε)G+

σ(ε)ΓR
σ(ε)G−

σ(ε)
}

(2.140)

is the transmission. Eq. 2.139 is known as the Landauer formula. In the low-
temperature limit, the Fermi functions effectively become step functions. For a
symmetrically biased junction (µL = εF − 1

2 eVb , µR = εF + 1
2 eVb), the current then

becomes

I = e

h

∑
σ

∫ εF+ 1
2 eVb

εF− 1
2 eVb

dεTσ(ε). (2.141)

If the transmission does not depend on Vb , this can be written as

I = 1
2

∑
σ

∫ 1
2 Vb

− 1
2 Vb

dV gσ(V ), (2.142)

where
gσ(V ) = g0Tσ (εF +eV ) (2.143)

is the differential conductance and g0 = 2e2

h is the conductance quantum.

2.3.1 TRANSMISSION THROUGH CONDUCTANCE ORBITALS
Using the cyclic property of the trace, Eq. 2.140 can be written as

Tσ(ε) = Tr

{√
ΓL
σ(ε)G+

σ(ε)
√
ΓR
σ(ε)

√
ΓR
σ(ε)G−

σ(ε)
√
ΓL
σ(ε)

}

= Tr
{

tσ(ε)t †
σ(ε)

}

=
∑

i

∑

i ′

∣∣ti ,i ′σ(ε)
∣∣2 , (2.144)

where

tσ(ε) =
√
ΓL
σ(ε)G+

σ(ε)
√
ΓR
σ(ε) (2.145)
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is the (complex) transmission matrix. The off-diagonal elements correspond to
the transmission from orbital i , presumably coupled to the left lead, to orbital i ′,
presumably coupled to the right. These elements can be further decomposed by
diagonalizing the Green’s function via

G̃+
σ(ε) =C−1G+

σ(ε)C , (2.146)

where the columns of C are the eigenvectors of G+
σ(ε). Defining

γL
σ(ε) =

√
ΓL
σ(ε)C , (2.147a)

γR
σ(ε) =C−1

√
ΓR
σ(ε), (2.147b)

we can write
ti ,i ′σ =

∑

j
ti ,i ′, jσ(ε), (2.148)

where

ti ,i ′, jσ =
∑

j ′
γL

i , jσ(ε)G̃ j , j ′σ(ε)γR
j ′,i ′σ(ε)

= γL
i , jσ(ε)G̃ j , jσ(ε)γR

j ,i ′σ(ε), (2.149)

is the (complex) transmission from i to i ′ through conductance orbital j . Since
we use the eigenvectors of the Green’s function, as opposed to those of the Hamil-
tonian, which are not necessarily the same, the transmission is decomposed into
contributions from molecular conductance orbitals, not molecular orbitals.

In the calculation of the total transmission (Eq. 2.144), the contributions from
the conductance orbitals are first summed over before the absolute value is taken.
Since the contributions are complex, they have a phase as well as an amplitude
and can therefore destructively interfere [7].

2.3.2 BOND CURRENTS
Following the derivation in Eq. 2.117, we can also write down an expression for the
current from a particular atomic orbital i [8, 9]:

Iiσ =−e
d

dt

〈
d̂ †

iσ(t )d̂iσ(t )
〉

= 2e

(
∑

i ′
Re

{
τi ,i ′σG<

i ′;iσ(t , t )
}
+

∑

αk
Re

{
V ∗
αk,iσG<

αk;iσ(t , t )
})

. (2.150)
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The first term can be interpreted as the current flowing to neighboring atomic or-
bitals, while the second corresponds to current flowing to the leads. Using the
reduced Keldysh equation (Eq. 2.55), we can write the first term in the summation
as

Ii ,i ′σ = 2e Re
{
τi ,i ′σG<

i ′;iσ(t , t )
}

= 2
e

ħ

∫
dε

2π

∑
α

fα(ε) Im
{
τi ,i ′σ

[
G+
σ(ε)Γασ(ε)G−

σ(ε)
]

i ′;iσ

}
. (2.151)

According to the zero-current theorem, in equilibrium, where fL(ε) = fR(ε), no cur-
rent flows [10, 11]. We can therefore write

Ii ,i ′σ = 2
e

ħ

∫
dε

2π

(
fL(ε)− fR(ε)

)
Im

{
τi ,i ′σ

[
G+
σ(ε)ΓL

σ(ε)G−
σ(ε)

]
i ′;iσ

}

= e

ħ

∫
dε

2π

(
fL(ε)− fR(ε)

)
Ti ,i ′σ(ε), (2.152)

where
Ti ,i ′σ(ε) = 2Im

{
τi ,i ′σ

[
G+
σ(ε)ΓL

σ(ε)G−
σ(ε)

]
i ′;iσ

}
(2.153)

is the transmission between orbitals i and i ′. In an orthogonal basis, there is no
current flow between orbitals on the same atom and no overlap between orbitals
on different atoms. In such a basis the charge on an atom is well-defined and can
be directly obtained from the expectation value of the occupation number oper-
ators. The total current between atoms, i.e., the bond current, can then be calcu-
lated by summing Eq. 2.152 over all orbitals on atoms i and i ′. The bond transmis-
sion can be analogously obtained from Eq. 2.153.

2.4 VIBRATIONAL MODES

So far we have ignored the nuclear part of the molecular Hamiltonian (Eq. 2.1),
and any effect the nuclei might have on the electronic properties. However, it is

known empirically that vibrational modes of the nuclei, or phonons, can have an
important effect on the transport properties of molecular junctions. In order to de-
scribe these effects, we will first look at the nuclei separately (Born-Oppenheimer
approximation) and then study the interactions between the nuclei and the elec-
trons.

2.4.1 NUCLEI
The nuclear Hamiltonian is given by

Hn =
∑

j

P 2
j

2M j
+Vn (R) , (2.154)



{{2

38 2. THE NON-EQUILIBRIUM GREEN’S FUNCTION APPROACH

where

Vn(R) ≡ e2

4πε0

[
∑

j
Z j

(
1
2

∑

j ′ 6= j

Z j ′∣∣R j −R j ′
∣∣ −

∑

iσ

1∣∣riσ−R j
∣∣

)]
(2.155)

is the potential of the nuclei. This potential reaches a minimum when the nuclei
are at their equilibrium positions R0. Defining

Q = R −R0, (2.156)

and expanding the potential around R0 gives

Vn =V 0
n + 1

2

∑

j

∑

j ′

√
M j M j ′Q j Q j ′H j , j ′ +O

(
Q3) , (2.157)

where V 0
n ≡Vn

(
R0

)
, the first-order term vanishes at equilibrium, and

H j , j ′ =
1√

M j M j ′

(
d2Vn

(
R0 +Q

)

dQ j dQ j ′

)

Q=0

(2.158)

is the mass-weighted Hessian. This expression is already recognizable as the har-
monic oscillator potential. However, it describes 3N coupled oscillators. In order
to obtain an expression for the uncoupled potential we have to diagonalize the
Hessian:

H =ΩM
1
2ω2M

1
2ΩT , (2.159)

where M and ω are diagonal matrices containing the nuclear masses and vibra-
tional frequencies, respectively, andΩ is the mass-weighted normal-mode matrix,
which is normalized via

ΩMΩT = 1. (2.160)

The vibrational modes are all orthonormal to each other. We can therefore uncou-
ple the Hamiltonian by introducing the normal coordinates q , which are related to
the Cartesian coordinates Q via

Q j =
∑

j ′
Ω j , j ′q j ′ . (2.161)

In terms of the normal coordinates, the Hamiltonian reduces to one describing 3N
uncoupled harmonic oscillators:

Hn =V 0
n +

∑

j

(
1
2 p2

j + 1
2ω

2
j q2

j

)
, (2.162)
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where

p j ≡−iħ d

dq j
. (2.163)

The eigenfunctions of this Hamiltonian are products of the single harmonic oscil-
lator wave-functions:

Ψn
(
q j

)=
∏

j
ψn j

(
q j

)
. (2.164)

Just like in the case of the electronic wave-functions, it is convenient to use an
occupation number representation. We define the following creation and annihi-
lation operators for phonons:

b̂†
jψn j

(
q j

)=
√

n j +1ψn j +1
(
q j

)
, (2.165a)

b̂ jψn j

(
q j

)=√
n jψn j −1

(
q j

)
. (2.165b)

In terms of q j and p j these can be shown to be given by

b̂†
j =

√
ω j

2ħ

(
q j −

i

ω j
p j

)
, (2.166a)

b̂ j =
√
ω j

2ħ

(
q j +

i

ω j
p j

)
. (2.166b)

Making use of the fact that
[
q j , p j

] = iħ, we obtain the following commutation
relations:

[
b̂ j , b̂†

j ′

]
= δ j , j ′ , (2.167a)

[
b̂ j , b̂ j ′

]=
[

b̂†
j , b̂†

j ′

]
= 0. (2.167b)

Inserting Eqs. 2.166a and 2.166b into Eq. 2.162 yields the following expression for
the nuclear Hamiltonian in the framework of second quantization:

Hn =V 0
n +

∑

j
ħω j

(
b̂†

j b̂ j + 1
2

)
. (2.168)

2.4.2 ELECTRON-PHONON COUPLING
The potential describing the interaction between the electrons and the nuclei in
the original Hamiltonian (Eq. 2.1) is

Ve–n(r ,R) =− e2

4πε0

∑

i

∑

j

Z j∣∣ri −R j
∣∣ . (2.169)
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Expanding this potential around R0, in terms of the normal coordinates q , yields,

Ve–n(r , q) =V 0
e–n(r )+

∑

j
q j u j (r )+O

(
q 2) , (2.170)

where the first term, V 0
e–n(r ) ≡ Ve–n

(
r ,R0

)
, is already included in the electronic

Hamiltonian (Eq. 2.4), and

u j (r ) =
(

dVe–n
(
r ,R0 +Ωq

)

dq j

)

q=0

. (2.171)

From Eqs. 2.166a and 2.166b we have

q j =
√

ħ
2ω j

(
b̂†

j + b̂ j

)
, (2.172)

while u j (r ) is a single-electron operator which does not depend on q . In the frame-
work of second quantization, the Hamiltonian describing the electron-phonon
coupling becomes:

He–ν =
∑

iσ

∑

i ′

∑

j
λi ,i ′σ, j d̂ †

iσd̂i ′σ

(
b̂†

j + b̂ j

)
, (2.173)

where

λi ,i ′σ, j =
√

ħ
2ω j

∫
d3rφ†

iσ(r )u j (r )φi ′σ(r ). (2.174)

So far our treatment of phonons has not distinguished between phonons on
the molecule and phonons on the leads. However, just as with electrons we can
assume the phonons on the molecule to be interacting with an infinitely large
phonon bath on the leads, which is itself non-interacting and in equilibrium. This
interaction is of the form

Hν
I =

∑

j

∑

αl
υαl , j

(
â†
αl + âαl

)(
b̂†

j + b̂ j

)
, (2.175)

while the phonon bath is described by

Hν
L =

∑

αl
ħωαl â†

αl âαl . (2.176)

Including the phonon terms in the full Hamiltonian adds several terms to the equa-
tions of motion of the creation and annihilation operators. First, we have for the
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phonons on the molecule:

iħ ˙̂b†
j (t ) =ħω j b̂†

j (t )−
∑

iσ

∑

i ′
λi ,i ′σ, j d̂ †

iσ(t )d̂i ′σ(t )−
∑

αl
υαl , j

(
â†
αl (t )+ âαl (t )

)
, (2.177a)

iħ ˙̂b j (t ) =−ħω j b̂ j (t )+
∑

iσ

∑

i ′
λi ,i ′σ, j d̂ †

iσ(t )d̂i ′σ(t )+
∑

αl
υαl , j

(
â†
αl (t )+ âαl (t )

)
,

(2.177b)

and on the leads:

iħ ˙̂a†
αl (t ) =ħωαl â†

αl (t )−
∑

j
υαl , j

(
b̂†

j (t )+ b̂ j (t )
)

, (2.178a)

iħ ˙̂a
αl (t ) =−ħωαl âαl (t )+

∑

j
υαl , j

(
b̂†

j (t )+ b̂ j (t )
)

, (2.178b)

and then for the electrons on the molecule:

iħ ˙̂d †
iσ(t ) =−

(
εiσ+

∑

i ′σ′
Uiσ;i ′σ′ n̂i ′σ′ (t )+

∑

j
λiσ, j

(
b̂†

j (t )+ b̂ j (t )
))

d̂ †
iσ(t )

−
∑

i ′ 6=i

(
τ∗i ,i ′σ+

∑

j
λi ,i ′σ, j

(
b̂†

j (t )+ b̂ j (t )
))

d̂ †
i ′σ(t )−

∑

αk
Vαk,iσĉ†

αkσ(t ),

(2.179a)

iħ ˙̂diσ(t ) =
(
εiσ+

∑

i ′σ′
Uiσ;i ′σ′ n̂i ′σ′ (t )+

∑

j
λiσ, j

(
b̂†

j (t )+ b̂ j (t )
))

d̂iσ(t )

+
∑

i ′ 6=i

(
τi ,i ′σ+

∑

j
λi ,i ′σ, j

(
b̂†

j (t )+ b̂ j (t )
))

d̂i ′σ(t )+
∑

αk
V ∗
αk,iσĉαkσ(t ),

(2.179b)

and on the leads:

iħ ˙̂c†
αkσ(t ) =−εαkσĉ†

αkσ(t )−
∑

i
V ∗
αk,iσd̂ †

iσ(t ), (2.180a)

iħ ˙̂cαkσ(t ) = εαkσĉαkσ(t )+
∑

i
Vαk,iσd̂iσ(t ). (2.180b)

As these EOMs couple electron and phonon operators, the resulting Green’s func-
tions will have a mixed character, containing various combinations of d̂ †

iσ, d̂iσ,

b̂†
j and b̂ j . However, it is possible, to a certain extent, to decouple the electronic

and vibrational degrees of freedom by using the Lang-Firsov polaron transforma-
tion [4, 12]. In the general this decoupling is not complete, but several approxi-
mations can be made to make the resulting equations tractable. However, there is
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another approach to incorporating vibrational effects in the NEGF formalism that
is particularly suitable in the off-resonance strong-coupling limit [13, 14].

2.4.3 INELASTIC ELECTRON TUNNELING SPECTROSCOPY
In the inelastic electron tunneling spectroscopy (IETS) regime, the current through
a molecular junction is dominated by elastic transport, while vibrational effects are
a weak inelastic perturbation. We can therefore expand the Green’s function to first
order in the normal coordinates q . Dropping the spin-suffix σ for the moment, we
obtain

G+(ε, q) =G+(ε, q = 0)+
∑

j
q j

(
dG+(ε, q)

dq j

)

q=0

+O
(
q 2) . (2.181)

In the off-resonance limit, we expect the Hartree-Fock result to hold for the re-
tarded Green’s function (Eq. 2.97).5 The elastic Green’s function for both electrons
and phonons is therefore given by

G+
el(ε) ≡G+(ε, q = 0) =

(
ε1−Hel −

∑
α
Σα+(ε)

)−1

. (2.182)

Since we have employed the Born-Oppenheimer approximation, it acts on states
that are a product of a single-electron and a single-phonon state (Eq. 2.3). The
elastic Hamiltonian, describing uncoupled electrons and phonons, is given by

Hel =
∑

iσ
εiσd̂ †

iσd̂iσ+
∑

iσ

∑

i ′ 6=i

τi ,i ′σd̂ †
iσd̂i ′σ+

∑

j
ħω j b̂†

j b̂ j , (2.183)

where we have incorporated the average effect of the capacitive interactions into
the εiσ. The self-energyΣα(ε) now also couples both electrons and phonons to the
leads.

The vibrational interactions are contained in the inelastic Green’s function,
which has a Dyson-like form:

G+
inel

(
ε, q j

)≡ q j

(
dG+(ε, q)

dq j

)

q=0

= q j

(
d

dq j

(
ε1−H(q)−

∑
α
Σα+(ε)

)−1)

q=0

=G+
el(ε)q j

(
dH(q)

dq j

)

q=0

G+
el(ε)

=G+
el(ε)Hinel

(
q j

)
G+

el(ε), (2.184)

5Far from resonance, i.e., there are no chemical potentials corresponding charge state transitions in-
side the bias window, the charge on the molecule stays approximately constant. Combined with the
fact that off-resonance transport is primarily a feature of strongly coupled molecules, this makes the
mean-field approximation appropriate.
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where (see Eq. 2.173)

Hinel
(
q j

)=
∑

iσ

∑

i ′
λi ,i ′σ, j d̂ †

iσd̂i ′σ

(
b̂†

j + b̂ j

)
. (2.185)

There is no inelastic contribution from the self-energy as the leads are taken to be
non-interacting. The effect of vibrational modes on the coupling of the molecule
to the leads can be taken into account by partitioning the system in such a way that
part of the leads are considered to be a part of the ‘extended molecule’.

The current is given by Eq. 2.139, which can be written as

I = e

h

∑
σ

∫
dε

(
Tσ(ε) fL(ε)

[
1− fR(ε)

]−Tσ(ε) fR(ε)
[
1− fL(ε)

])
. (2.186)

Since inelastic processes involve the transfer of energy from the electron to the
molecule or vice versa, the energy of the initial and final state is not necessarily the
same and we can generalize this equation to contain an integral over both ε and
ε′ [12]:

I = e

h

∑
σ

∫
dε

∫
dε′

(
T L→R
σ

(
ε,ε′

)
fL(ε)

[
1− fR

(
ε′

)]−T R→L
σ

(
ε,ε′

)
fR(ε)

[
1− fL

(
ε′

)])
,

(2.187)
where T L→R

σ

(
ε,ε′

)
and T R→L

σ

(
ε,ε′

)
are the sum of the elastic and inelastic trans-

mission. The elastic transmission is still given by Eq. 2.140:

T L→R
el

(
ε,ε′

)=T R→L
el

(
ε,ε′

)= Tr
{
ΓL(ε)G+

el(ε)ΓR (ε)G−
el(ε)

}
δ

(
ε−ε′) . (2.188)

The energies ε and ε′ are the initial and final energy of the tunneling electron, i.e,
the energy it had on the first lead before tunneling and the energy it will have on the
second lead after tunneling. For elastic processes these are obviously the same. For
inelastic processes these are different, hence ΓL, ΓR and G+

inel all have a different
energy dependence. We get for the inelastic transmission [13, 14]:

T L→R
inel

(
ε,ε′

)= Tr
{
ΓL(ε)G+

inel

(
ε′′

)
ΓR (

ε′
)

G−
inel

(
ε′′

)}
, (2.189)

where
ε′′ = ε+

∑

j
n jħω j = ε′+

∑

j
n′

jħω j (2.190)

is the sum of the energy of the tunneling electron and the vibrational energy of the
molecule. From this we can see that

ε′−ε=
∑

j

(
n j −n′

j

)
ħω j , (2.191)
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i.e., the electronic energy difference between the initial and final state equals the
vibrational energy difference. The inelastic transmission contains a trace over both
the electronic and vibrational states. The presence of b̂†

j +b̂ j in G+
inel

(
ε, q j

)
ensures

that only initial and final states that differ by one vibrational quantum, and there-
fore by energy ħω j , contribute to the inelastic transmission (see Eqs. 2.165a and
2.165b). We therefore have ∑

j

∣∣∣n j −n′
j

∣∣∣= 1. (2.192)

For a given set of n j and n′
j differing by a single vibrational quantum, only one

mode contributes to the transmission with a factor
〈

n′
∣∣∣b̂†

j + b̂ j

∣∣∣n
〉
=√

n jδn j ,n′
j +1 +

√
n j +1δn j ,n′

j −1. (2.193)

In order to carry out the trace over the vibrational states we need to know the
occupations of those states. The true non-equilibrium occupations can be ob-
tained with the EOM technique by taking the coupling to the phonon bath in the
leads into account. However, good results can generally already be obtained by
assuming an equilibrium occupation described by the Bose-Einstein distribution.
In the low-temperature limit we can then assume that the initial state is always the
vibrational ground state.
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3
THE MASTER EQUATION

APPROACH

As the full non-equilibrium Green’s function formalism discussed in chapter 2 be-
comes unwieldy for systems approaching the complexity of real molecules, we will
develop an alternative approach in this chapter. The master equation approach is a
considerable simplification, yet it retains the many-body character of the system. It
is particularly well suited to weakly coupled systems. Vibrational excitations can be
easily incorporated into the formalism.
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3.1 GENERAL FORMALISM

In chapter 2 we saw how the transport properties of a molecular junction can be
obtained from a non-equilibrium Green’s function (NEGF) analysis. In the NEGF

approach, the starting point is a set of single-particle states and a Hamiltonian de-
scribing the interactions between those states. The many-body character of the
system only emerges during the analysis. Sometimes it is even possible to average
the many-body effects and transform the problem back into a single-particle one
using a mean-field approximation (Eq. 2.97).

The master equation (ME) approach [1–3], which we will discuss in this chap-
ter, is in a sense the opposite approach. Here, the starting point is the set of true
many-body states of the system and the transitions between those states. In its
most general form, it is no less exact than the NEGF approach. However, the ME
approach allows for certain approximations which make it computationally a lot
cheaper than the NEGF approach, while retaining the many-body character of the
system.

Even though in practice the starting points are different, we will show how the
master equation can be derived from the NEGF approach, before introducing a
more convenient method based on Fermi’s Golden Rule.

3.1.1 OCCUPATION PROBABILITIES
One of the main properties calculated in the NEGF approach is the expectation
value of (combinations of) the single-particle occupation number operator, i.e.,〈

n̂ki

〉
or

〈
n̂ki n̂ki ′

〉
etc., where ki denotes any possible single-particle quantum

number, including spin.1 Since n̂2
ki
= n̂ki , only combinations with different indices

ki need to be calculated. And since n̂ki and n̂ki ′ commute, the order in which they
appear is irrelevant. If there are Nk number operators n̂ki , or single-particle states
φki (r ), the total number of unique combinations Nc is given by

Nc = Nk + 1
2 Nk (Nk −1)+ 1

6 Nk (Nk −1)(Nk −2)+ . . . =
Nk∑

i=1

(
Nk

i

)
= 2Nk −1. (3.1)

The main property to be calculated with the ME approach is the occupation prob-
ability of the different many-body states. Since every single-particle state within
a certain many-body state can be either occupied or unoccupied, there are 2Nk

many-body states in total, i.e., one more than the number of combinations of num-
ber operators. However, the sum of the occupation probabilities always equals 1,
hence the number of degrees of freedom actually does equal Nc .

1k is a set of single-particle quantum numbers specifying a particular many-body state
∣∣nk

〉
. In the

notation used in this chapter, a member ki of the set k corresponds a particular value iσ.
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The expectation values of (combinations of) the single-particle number opera-
tors do not equal the occupation probabilities of the many-body states.

〈
n̂ki

〉
is the

occupation probability of the single-particle state ki , not of the many-body state
where just ki is occupied and all other states are unoccupied. However, it is related
to the occupation probabilities via

〈n̂iσ〉 =
∑

{k :iσ∈k}
Pk , (3.2)

where the summation is over all many-body states |nk 〉 where the single-particle
state |iσ〉 is occupied. Similarly,

〈n̂iσn̂i ′σ′〉 =
∑

{k :iσ∈k ,i ′σ′∈k}
Pk , (3.3)

and so on.2 Since these relations are linear, they can be written in matrix form, i.e.,

〈n〉 = K P . (3.4)

For a system with three single-particle states, the explicit expression is




〈n̂1〉
〈n̂2〉

〈n̂1n̂2〉
〈n̂3〉

〈n̂1n̂3〉
〈n̂2n̂3〉

〈n̂1n̂2n̂3〉




=




1 0 1 0 1 0 1
0 1 1 0 0 1 1
0 0 1 0 0 0 1
0 0 0 1 1 1 1
0 0 0 0 1 0 1
0 0 0 0 0 1 1
0 0 0 0 0 0 1







P001

P010

P011

P100

P101

P110

P111




. (3.5)

Since fermionic single-particle states can be either occupied or unoccupied, we
only need a single bit per occupation number operator. This suggests a binary
encoding for the many-body states. With this encoding we obtain a simple recipe
for K :

Ki ,i ′ =
{

1 i &i ′ = i ,

0 otherwise,
(3.6)

where & is the binary ‘and’ operator. The reverse relationship is simply

P = K −1 〈n〉 . (3.7)

2Note that this implies weak coupling between the single-particle states, since we assume terms of

the form
〈

d̂†
1 d̂2

〉
to be zero. We therefore take Pk ,k ′ = δk ,k ′Pk in the expression for the many-body

density matrix (Eq. 2.111).



{{3

50 3. THE MASTER EQUATION APPROACH

For the three-particle case we have

K −1 =




1 0 −1 0 −1 0 1
0 1 −1 0 0 −1 1
0 0 1 0 0 0 −1
0 0 0 1 −1 −1 1
0 0 0 0 1 0 −1
0 0 0 0 0 1 −1
0 0 0 0 0 0 1




. (3.8)

From this we can see, for example, that

P011 = 〈n̂1n̂2〉−〈n̂1n̂2n̂3〉 ,

= 〈n̂1n̂2〉−P111. (3.9)

i.e., the occupation probability of the many-body state where the first two single-
particle states are occupied equals the expectation value of the product of the
number operators of those states minus the probability that all three states are
occupied, since that is a different many-body state.

Note that the equations above do not give us an expression for P0. However,
since P represents occupation probabilities, we have

2Nk −1∑

i=0
Pi = 1, (3.10)

and can therefore write

P0 = 1−
2Nk −1∑

i=1
Pi . (3.11)

For most systems, the total number of single-particle states is large, and it
would be unfeasible to calculate the occupation probabilities of all possible many-
body states. Fortunately it is generally possible to determine beforehand which
single-particle states will always be occupied or unoccupied, e.g., the core orbitals
in a molecule, or the states on the leads, which are assumed to be in equilibrium.
Only those single-particle states for with the occupation varies during the pro-
cesses of interest have to be taken into account explicitly.

3.1.2 THE MASTER EQUATION
As we saw in the previous section, the occupation probabilities are linear combi-
nations of the expectation values of the number operators, hence the equation of
motion (EOM) for the occupation probabilities also contains linear combinations
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of expectation values. It is therefore always possible to construct an EOM of the
form:

dPi

dt
=

∑

i ′ 6=i
(Wi ′→i Pi ′ −Wi→i ′Pi ) , (3.12)

where i and i ′ now number different many-body states. Wi ′→i and Wi→i ′ are tran-
sition rates between the states i and i ′. They do not themselves depend on Pi , but
are defined as the rate in the case where the initial state is occupied and the final
state unoccupied. Eq. 3.12 is known as the master equation, and it can be written
in matrix-vector form:

Ṗ =W P , (3.13)

where W is the rate matrix. This matrix has the form

Wi ,i ′ =
{

Wi ′→i i 6= i ′,
−∑

i ′′ Wi→i ′′ i = i ′,
(3.14)

i.e., the element on row i and column i ′ corresponds to the transition rate from
state i ′ to state i . The diagonal contains minus the sums of the columns, which
corresponds to the second term in Eq. 3.12.

In steady state, the occupation probabilities do not change (Ṗ = 0). Mathemat-
ically, the solution of the master equation then corresponds to the null-space of
W . Since the sums of the columns of W are zero, the null-space always exists. It
should be noted, however, that the null-space is not necessarily one-dimensional.
If the rates into and out of a particular state are zero, any occupation of that state
is stable, even though in reality it would never be occupied. This can be avoided
in practice by either adding a small relaxation rate for every rate, or by solving the
master equation iteratively starting from a well-defined ground state [4] (see also
appendix B).

3.2 THE EQUATION-OF-MOTION METHOD

The expressions for the transition rates, or rate equations, can be obtained from
the equations of motion for the expectation values of the occupation number

operators. To illustrate the similarities and the differences between the ME and
NEGF approaches, we will perform this analysis for the general case. However, for
most systems a more practical method exists to obtain the rate equations, which
we will discuss in the next section.

If the creation and annihilation operators are specified in the (orthogonal) ba-
sis of the single-particle states of the isolated molecule, there is no intra-system
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tunneling, i.e., τσ = 0. The time evolution of the occupation number operator is
then (see Eq. 2.87):

d

dt
〈n̂iσ(t )〉 =

〈
˙̂d †
iσ(t )d̂iσ(t )

〉
+

〈
d̂ †

iσ(t ) ˙̂diσ(t )
〉

= 2

ħ Im

{
∑

αk
V ∗
αk,iσ

〈
d̂ †

iσ(t )ĉαkσ(t )
〉}

=− 2

ħ

∫
dε

2π
Re

{
∑

αk
V ∗
αk,iσG<

αk;iσ(ε)

}
. (3.15)

Following the derivation in section 2.3, we can write

Re

{∑
α

V ∗
αk,iσG<

αk;iσ(ε)

}
=− i

2

∑
α

∑

i ′
Γαi ,i ′σ(ε)

(
G<

i ′;iσ(ε)+ fα(ε)
(
G+

i ′;iσ(ε)−G−
i ′;iσ(ε)

))
.

(3.16)
From the weak-coupling approximation, we have G+

i ′;iσ(ε) = 0 when i 6= i ′, i.e.,

G+
σ(ε) is diagonal in the absence of intra-system tunneling. In the wide-band limit

Σα+i ,i ′σ(ε) =−δi ,i ′
i
2Γ

α
σ, i.e., the self-energy is independent of ε,3 and we obtain

d

dt
〈n̂iσ(t )〉 =− 1

ħ

∫
dε

2πi

∑
α
Γαiσ

(
G<

iσ(ε)+ fα(ε)
(
G+

iσ(ε)−G−
iσ(ε)

))

=− 1

ħ
∑
α
Γαiσ 〈n̂iσ(t )〉− 1

ħ

∫
dε

2πi

∑
α
Γαiσ fα(ε)

(
G+

iσ(ε)−G−
iσ(ε)

)
, (3.17)

where on the second line we used Eq. 2.38. Technically speaking, only the imag-
inary part of the self-energy needs to be independent of ε for this equation to be
valid as the real part only occurs in the expressions for the Green’s functions. How-
ever, for simplicity we will assume the real part to be zero. Since the Green’s func-
tions are diagonal, G+

iσ(ε) can be written as (see Eq. 2.114)

G+
iσ(ε) =

〈
1

ε−εiσ−
∑

i ′σ′ Uiσ;i ′σ′ n̂i ′σ′ −Σ+
iσ(ε)

〉

=
∑

{k}
Pk

1

ε−εiσ−U k
iσ−Σ+

iσ(ε)
, (3.18)

where the summation is over all possible many-body states |nk 〉, and U k
iσ is the

total energy of the capacitive interaction of |nk 〉 with the single-particle state |iσ〉
3From Eqs. 2.42 and 2.45 we can see that this corresponds to assuming that the density of states of the

valence electrons in the leads is independent of energy. The calculations in appendix C show that in
the case of gold, this indeed holds for a few eV around the Fermi energy (see Fig. C.3a).
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(Eq. 2.115). With this notation we get (see also Eq. 2.42)

G+
iσ(ε)−G−

iσ(ε) =−2πiAiσ(ε) =−2πi
∑

k
Pkρ

k
iσ(ε), (3.19)

where

ρk
iσ(ε) = 1

2π

Γiσ
(
ε−εiσ−U k

iσ

)2 +
(
Γiσ

2

)2 (3.20)

can be interpreted as the effective density of states of the single-particle state |iσ〉
when the system is in the many-body state |nk 〉. Eq. 3.17 now becomes

d

dt
〈n̂iσ(t )〉 =

∑

{k}
Pk

1

ħ
∑
α
Γαiσ

∫
dε fα(ε)ρk

iσ(ε)− 1

ħ
∑
α
Γαiσ 〈n̂iσ(t )〉 . (3.21)

Using Eq. 3.2 and the fact that
∫

dερk
iσ(ε) = 1 =

∫
dε

(
1− fα(ε)

)
ρk

iσ(ε)+
∫

dε fα(ε)ρk
iσ(ε), (3.22)

this can be written as

d

dt
〈n̂iσ(t )〉 =

∑

{k :iσ∉k}
Pk

1

ħ
∑
α
Γαiσ

∫
dε fα(ε)ρk

iσ(ε)

−
∑

{k :iσ∈k}
Pk

1

ħ
∑
α
Γαiσ

∫
dε

(
1− fα(ε)

)
ρk

iσ(ε), (3.23)

which is almost of the form of Eq. 3.12. The only difference being that it is an EOM
for the expectation value of an occupation number operator, not an occupation
probability. This can be remedied by summing the EOMs of all expectation values
making up the occupation probability. However, in order to do so we also need
EOMs for combinations of number operators.

The EOM of the expectation value of the product of two occupation number
operators is given by

d

dt
〈n̂iσ(t )n̂i ′σ′ (t )〉 =− 2

ħ

∫
dε

2π
Re

{
∑

αk

(
V ∗
αk,iσG (2)<

(i ′σ′)αk;iσ(ε)+V ∗
αk,i ′σ′G

(2)<
(iσ)αk;i ′σ′ (ε)

)}
.

(3.24)
Within the weak-coupling approximation

Re

{∑
α

V ∗
αk,iσG (2)<

(i ′σ′)αk;iσ(ε)

}
=− i

2

∑
α

∑

i ′′
Γαi ′′σ(ε)

[
G (2)<

(i ′σ′)i ′′;iσ(ε)

+ fα(ε)
(
G (2)+

(i ′σ′)i ′′;iσ(ε)−G (2)−
(i ′σ′)i ′′;iσ(ε)

)]
. (3.25)
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We therefore have in the wide-band limit

d

dt
〈n̂iσ(t )n̂i ′σ′ (t )〉 = 1

ħ

∫
dε

2πi

∑
α
Γαiσ fα(ε)

(
G (2)+

(i ′σ′)iσ(ε)−G (2)−
(i ′σ′)iσ(ε)

)

+ 1

ħ

∫
dε

2πi

∑
α
Γαi ′σ′ fα(ε)

(
G (2)+

(iσ)i ′σ′ (ε)−G (2)−
(iσ)i ′σ′ (ε)

)

− 1

ħ
∑
α

(
Γαiσ+Γαi ′σ′

)〈n̂iσ(t )n̂i ′σ′ (t )〉 . (3.26)

As before, G (2)+
(i ′σ′)iσ(ε) can be written as (Eq. 2.116)

G (2)+
(i ′σ′)iσ(ε) =

〈
n̂i ′σ′

ε−εiσ−
∑

i ′σ′ Uiσ;i ′σ′ n̂i ′σ′ −Σ+
iσ(ε)

〉

=
∑

{k :i ′σ′∈k}
Pk

1

ε−εiσ−U k
iσ−Σ+

iσ(ε)
, (3.27)

hence
G (2)+

(i ′σ′)iσ(ε)−G (2)−
(i ′σ′)iσ(ε) =−2πi

∑

{k :iσ∈k ,i ′σ′∈k}
Pkρ

k
iσ(ε), (3.28)

resulting in

d

dt
〈n̂iσ(t )n̂i ′σ′ (t )〉 =

∑

{k :iσ∉k ,i ′σ′∈k}
Pk

1

ħ
∑
α
Γαiσ

∫
dε fα(ε)ρk

iσ(ε)

−
∑

{k :iσ∈k ,i ′σ′∈k}
Pk

1

ħ
∑
α
Γαiσ

∫
dε

(
1− fα(ε)

)
ρk

iσ(ε)

+
∑

{k :iσ∈k ,i ′σ′∉k}
Pk

1

ħ
∑
α
Γαi ′σ′

∫
dε fα(ε)ρk

i ′σ′ (ε)

−
∑

{k :iσ∈k ,i ′σ′∈k}
Pk

1

ħ
∑
α
Γαi ′σ′

∫
dε

(
1− fα(ε)

)
ρk

i ′σ′ (ε), (3.29)

which is again almost of the form of Eq. 3.12. Other combinations of the occupa-
tion number operators yield similar equations. It is easy to see that combining the
EOMs of the expectation values to form EOMs of occupation probabilities results
in the master equation. The transition rate from the many-body state |nk 〉, where
the single particle state |iσ〉 is unoccupied, to |nk ′〉, where |iσ〉 is occupied, is given
by

W|nk 〉→|nk′〉 =
1

ħ
∑
α
Γαiσ

∫
dε fα(ε)ρk

iσ(ε), (3.30)
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while the reverse rate is given by

W|nk′〉→|nk 〉 =
1

ħ
∑
α
Γαiσ

∫
dε

(
1− fα(ε)

)
ρk ′

iσ(ε). (3.31)

Note that, since the coupling to the leads is only taken into account to first order
in the Hartree-Fock approximation, the master equation only contains transition
rates between states differing in the occupation of a single single-particle state. In
this case, ρk

iσ(ε) and ρk ′
iσ(ε) differ only in the inclusion of the Uiσ,iσ term in Eq. 3.20,

which is zero as it corresponds to a capacitive self-interaction.
At this point the master equation is not yet computationally easier to solve than

the NEGF approach; the number of equations is the same and they contain similar
integrals. However, the strength of the ME formalism lies in the approximation
that can now be made. In the weak coupling limit (Γiσ ¿ kBT ), ρk

iσ(ε) acts as a
delta function and the rates (per lead) become

W α
|nk 〉→|nk′〉 =

Γαiσ
ħ fα

(
εiσ+U k

iσ

)
, (3.32a)

W α
|nk′〉→|nk 〉 =

Γαiσ
ħ

[
1− fα

(
εiσ+U k

iσ

)]
. (3.32b)

These expressions are easily evaluated, which greatly simplifies the calculations.
In the weak coupling limit this is therefore the method of choice, as the many-
body character of the system, and all capacitive interactions, are fully taken into
account.

3.3 FERMI’S GOLDEN RULE

Although the previous sections shows it is possible to obtain the master equa-
tions from the EOMs of the expectation values of the number operators, there

is a more straightforward way to derive them [3]. First, we write for the total Hamil-
tonian:

H = H0 +H ′, (3.33)

where H0 is a many-body Hamiltonian we can solve exactly, and H ′ is a perturba-
tion. In molecular transport, a logical choice would be

H0 = HS +HL (3.34)

where HS and HL are the Hamiltonians of the isolated molecule and the leads, re-
spectively (see Eqs. 2.82 and 2.83). The perturbation is then given by the inter-
action Hamiltonian HI (Eq. 2.84). Since the eigenstates of H0, given by the time-
independent Schrödinger equation

H0
∣∣φk

〉= εk
∣∣φk

〉
, (3.35)
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span the Hilbert space, the wave-function in the presence of the perturbation can
be expressed as a time-dependent linear combination of those eigenstates, i.e.,

Ψ(t ) =
∑

k
ck (t )e−

i
ħ εk t ∣∣φk

〉
. (3.36)

The probability of finding the system in state
∣∣φk

〉
at time t is given by |ck (t )|2.

The equation of motion for the coefficients ck (t ) can be obtained from the time-
dependent Schrödinger equation:

iħ ∂

∂t
Ψ(t ) = HΨ(t )

∑

k ′
(iħċk ′ (t )+εk ′ck ′ (t ))e−

i
ħ εk′ t ∣∣φk ′

〉=
∑

k

(
εk +H ′)ck (t )e−

i
ħ εk t ∣∣φk

〉

iħċk ′ (t ) =
∑

k
ck (t )e

i
ħ (εk′−εk )t 〈

φk ′
∣∣H ′∣∣φk

〉
. (3.37)

If we assume that the system is in a particular state
∣∣φk

〉
at time t = 0, i.e., ck (0) = 1,

then the EOM becomes, to first order in H ′,

iħċk ′ (t ) = e
i
ħ (εk′−εk )t 〈

φk ′
∣∣H ′∣∣φk

〉
, (3.38)

which can be solved directly to give

ck ′ (t ) = e
i
ħ (εk′−εk )t −1

εk ′ −εk

〈
φk ′

∣∣H ′∣∣φk
〉

. (3.39)

The probability of finding the system in state
∣∣φk ′

〉
at time t when it was in state∣∣φk

〉
at t = 0 is therefore

|ck ′ (t )|2 = 4
sin2

( εk′−εk
2ħ t

)

(εk ′ −εk )2

∣∣〈φk ′
∣∣H ′∣∣φk

〉∣∣2 . (3.40)

The single-particle states
∣∣φk

〉
and

∣∣φk ′
〉

include states on both the molecule and
the leads, and possibly even vibrational excitations. Usually when analyzing a sys-
tem with the ME approach, we are only interested in certain quantum numbers,
e.g., the charge on the molecule, and we therefore want to trace out the other de-
grees of freedom. The probability of a transition from an initial state i to a final
state f therefore contains a sum over some of the quantum numbers:

Pi→ f =
∑

k f

∣∣∣ck f
(t )

∣∣∣
2
= 4

∑

ki

∑

k f

sin2
( εk f

−εki

2ħ t
)

(
εk f

−εki

)2

∣∣∣
〈
φk f

∣∣H ′∣∣φki

〉∣∣∣
2

. (3.41)
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This sum can be converted to an integral via
∑

k → ∫
dερ(ε), yielding

Pi→ f = 4
∫

dεiρi (εi )
∫

dε f ρ f
(
ε f

) sin2
(
ε f −εi

2ħ t
)

(
ε f −εi

)2

∣∣〈 f
∣∣H ′∣∣ i

〉∣∣2 , (3.42)

where ρi (εi ) is the density of occupied initial states, while ρ f
(
ε f

)
is the density of

unoccupied final states. Ordinarily, the term involving the sine is sharply peaked
around εi , whereas ρ f and the transition matrix element are relatively broad. We
can therefore take them outside the inner integral:

Pi→ f ≈ 4
∫

dεi
∣∣〈 f

∣∣H ′∣∣ i
〉∣∣2

ρi (εi )ρ f (εi )
∫

dε
sin2

( ε−εi
2ħ t

)

(ε−εi )2

= 2π

ħ

∫
dεi

∣∣〈 f
∣∣H ′∣∣ i

〉∣∣2
ρi (εi )ρ f (εi ) t , (3.43)

where we have used the fact that
∫ ∞

−∞
dx

sin2(x)

x2 =π. (3.44)

The transition rate is now given by

Wi→ f ≡
d

dt
Pi→ f =

2π

ħ

∫
dε

∣∣〈 f
∣∣H ′∣∣ i

〉∣∣2
ρi (ε)ρ f (ε). (3.45)

This equation is of the form of Eq. 3.30 if we take ρ f (ε) = ρ
|nk 〉
iσ (ε) and (compare

with Eqs. 2.121 and 2.122)

2π
∣∣〈 f

∣∣H ′∣∣ i
〉∣∣2

ρi (ε) = Γαiσ fα(ε). (3.46)

Similarly, it is of the form of Eq. 3.31 if we take ρi (ε) = ρ
|nk 〉
iσ (ε) and (compare with

Eq. 2.123)
2π

∣∣〈 f
∣∣H ′∣∣ i

〉∣∣2
ρ f (ε) = Γαiσ

(
1− fα(ε)

)
. (3.47)

In the weak coupling limit, ρi (ε) is a delta function, and the latter reduces to

Wi→ f =
2π

ħ
∣∣〈 f

∣∣H ′∣∣ i
〉∣∣2

ρ f (εi ) , (3.48)

an equation known as Fermi’s Golden Rule.
Eq. 3.45 is expressed in terms of the density of occupied initial states and un-

occupied final states and therefore already contains the occupation probabilities.
In order to obtain transition rates usable in the master equation (Eq. 3.12), these
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probabilities need to be factored out. How this is to be done, however, depends on
how the system is defined. For example, if we are studying a molecule connected to
semi-infinite non-interacting leads, we are only interested in the occupation prob-
abilities of the states of the molecule. The occupation probabilities of the states on
the lead (determined by the Fermi distribution) are not explicitly taken into ac-
count. The expressions for the transition rates should therefore still contain the
Fermi function (as they do in Eqs. 3.30 and 3.31). In other words, we only need to
factor out the occupation probabilities for the states under investigation.

For the transitions discussed so far, the rate equations obtained from Fermi’s
Golden rule are equal to the equations obtained from the EOM method. However,
the drawback of the EOM method is that one first has to go to a single-particle pic-
ture to calculate the rates, and then back to the many-body picture. Moreover, the
relationship between the Hamiltonian describing the transition and the resulting
rate is not obvious. In Fermi’s Golden rule, on the other hand, this relationship is
explicit, making it a more natural place to start when considering other processes.
This becomes particularly clear when we include vibrational excitations.

3.4 CALCULATING THE CURRENT

Having obtained expressions for the rate equations, it is possible to calculate
the stationary, or steady-state, occupation probabilities with the master equa-

tion (Eq. 3.12). From the probabilities we can then obtain the properties of interest.
Generally in molecular electronics, this is the current. If the system consists of an
island connected to one or more leads, we can write the rate matrix as

W =WS +
∑
α

W α, (3.49)

where WS contains the inter-island transition rates and W α the rates involving the
addition or removal of an electron to or from lead α. The total current from lead
α is given by the number of electrons per second traveling to the lead minus the
number of electrons coming from the lead, multiplied by e, which we take to be
positive. Using this convention, the general expression for the current is

Iα = e sum
([

triu
(
W α

)− tril
(
W α

)]
P

)
, (3.50)

where triu(W α) is the upper triangular part of W α, and tril (W α) is the lower trian-
gular part.

3.5 VIBRATIONAL MODES

Vibrational modes enter into the ME approach in a rather different way than in
the NEGF approach [5–12]. We again make the Born-Oppenheimer approxi-
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mation (Eq. 2.3), but we now plug this directly into Fermi’s Golden Rule (Eq. 3.45):

Wi→ f =
2π

ħ
∣∣〈 fe fn

∣∣H ′∣∣ iein
〉∣∣2

ρ f (εi ) , (3.51)

where ie and fe are the initial and final electronic states, and in and fn the nuclear
states. If H ′ describes an electronic transition, it does not directly affect the nuclear
wave-functions, and we have

Wi→ f =
2π

ħ
∣∣〈 fn

∣∣in
〉∣∣2 ∣∣〈 fe

∣∣H ′∣∣ ie
〉∣∣2

ρ f (εi ) . (3.52)

The factor
∣∣〈 fn

∣∣in
〉∣∣2 is known as a Franck-Condon (FC) factor. If in and fn be-

long to the same electronic state, the FC factor is non-zero only when in and fn

are the same, since the nuclear wave-functions are orthogonal. However, differ-
ent electronic states generally have slightly different vibrational modes. More-
over, the equilibrium positions around which they oscillate can be different. Most
molecules therefore have many non-zero FC factors.

In the ME approach, transitions between vibrational excitations can be taken
into account up to any desired order. Where the IETS method in chapter 2 is most
appropriate for systems with strong electronic but weak vibrational couplings, the
ME approach is almost the direct opposite, as it is most suited to systems with weak
electronic but strong vibrational coupling. Phenomena such as Franck-Condon
blockade4 can be easily described with rate equations [11].

3.5.1 FRANCK-CONDON FACTORS
For a diatomic molecule, the nuclear wave-functions can be approximated to good
accuracy with the well-known one-dimensional quantum harmonic oscillator (see
section 2.4.1):

Ĥ =− 1
2 p̂2 + 1

2ωx̂2, (3.53)

where x̂ is the position operator in the basis of the mass-weighted normal coordi-
nates. The wave-functions are given by

ψn(x) =
(α
π

) 1
4 e−

1
2αx2 Hn

(p
αx

)
p

2nn!
, (3.54)

where n is the vibrational quantum number, α = ω
ħ , and Hn(x) are the Hermite

polynomials. A Franck-Condon factor is the square of the overlap integral of two

4Franck-Condon blockade is the situation where the FC factor corresponding to the vibrational ground
state to ground state transition is close to zero. Only once a vibrationally excited state becomes avail-
able can the electronic transition occur.
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nuclear wave-functions. For two wave-functions ψn(x) and ψ′
n′ (x ′) the overlap

integral is given by

In′;n =
∫ ∞

−∞
dxψ′

n′ (x)ψn(x −d), (3.55)

where d is the difference between the equilibrium positions of both vibrational
states. Since the FC factors represent transition probabilities, the following sum
rule holds: ∞∑

n′=0

∣∣In′;n
∣∣2 =

∞∑
n=0

∣∣In′;n
∣∣2 = 1. (3.56)

In the case where n = n′ = 0, this is simply

I0;0 =
(
α′α

) 1
4

p
π

∫ ∞

−∞
dxe−

1
2

(
α′x2+α(x−d)2)

=
(
α′α

) 1
4

p
π

e−
1
2γ

2
∫ ∞

−∞
dxe−

1
2 (α′+α)x2−αxd

= 1
2

p
qe−

1
4γ

2p erf



√
α′+α

2
x + 1p

8

α

α′+αd




x=+∞

x=−∞︸ ︷︷ ︸
=2

=p
qe−

1
4γ

2p , (3.57)

where γ=p
αd , q = 2

p
α′α

α′+α , and p = 2α′
α′+α . If ω=ω′ then q = p = 1 and the overlap

integral reduces to

I0;0 = e−
1
4
ω
ħ d 2

. (3.58)

For n,n′ 6= 0, the integral is a bit more involved, but still solvable analytically [13]:

In′;n =(−1)n

√
q

n′!n!

2n′+n
e−

1
4γ

2p

×
[n,n′]∑
r=0

(−2q)r

r !

{n−r }∑
s=0

(γp)n−r−2s

(n − r −2s)!

xs

s!

{n′−r }∑
t=0

(γq)n′−r−2t

(n′− r −2t )!

(−x)t

t !
, (3.59)

where x = ω−ω′
ω+ω′ , [n,n′] is the smaller of the two integers n and n′, and

{n − r } =
{

1
2 (n − r ) if n − r is even,
1
2 (n − r −1) if n − r is odd.
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For low temperatures (kBT ¿ ħω) and fast vibrational relaxation times, only
transitions from the ground state to the excited state have to be considered:

I0;n = (−1)n

√
q

n!

2n e−
1
4γ

2p
{n}∑
s=0

(γp)n−2s

(n −2s)!

xs

s!
. (3.60)

In the case where ω=ω′ this reduces to

I0;n = 1p
2nn!

e−
1
4γ

2
γn , (3.61)

and the Franck-Condon factors become

F0;n =
∣∣I0;n

∣∣2 = e−λ
2 λ2n

n!
, (3.62)

where

λ= γp
2
=

√
ω

2ħd = d

2x0
, (3.63)

is the electron-phonon coupling, which can be written as the displacement be-

tween the equilibrium positions divided by twice the zero-point motion x0 =
√

ħ
2ω .

Although this expression for the electron-phonon coupling is derived in a com-
pletely different context than the corresponding quantity in section 2.4.2, it does
bear a striking resemblance to Eqs. 2.173 and 2.174 if we consider d , the distance
between the equilibrium positions, to be a position operator.

So far we have only taken a single vibrational mode into account. The FC fac-
tors can also be calculated analytically for molecules with many different normal
modes, although the derivation becomes substantially more involved. Details on
how to perform these calculations in a computationally efficient way can be found
in appendix A.

3.5.2 RELAXATION RATES
Eq. 3.52 describes vibrational transitions that accompany electronic transitions.
However, if the time between successive electronic transitions is sufficiently long,
it is possible for vibrational excitations to decay due to the coupling to the phonon
baths in the leads. The relaxation time can of course be different for every mode,
but no simple model exists to take these differences into account. However, if the
relaxation rate is either much faster or much slower than the electronic transition
rate, a single relaxation time τ for all vibrational modes is a good approximation [9].
Separating the index for the states into an electronic quantum number n and a
vibrational quantum number ν, the relaxation rate is given by

Wnν′→nν =
1

τ
P eq

nν, (3.64)
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where

P eq
nν =

e
− εnν

kBT

∑
ν′ e

− εnν′
kBT

(3.65)

is the equilibrium occupation of the vibrational excitations according to the Boltz-
mann distribution. The effect of the relaxation rate on the resulting vibrational
spectrum is shown at the end of chapter 6.
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4
TOY MODELS

In this chapter we develop two toy models: the single-level quantum dot and the
metallic island with a constant density of states. Both models are relevant for study-
ing capacitive interactions between molecules or metallic grains and will return in
chapter 5. For comparison, the models are analyzed with both the non-equilibrium
Green’s function approach of chapter 2 and the master equation approach of chap-
ter 3.
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FIGURE 4.1: (a) Transition rate for adding an electron to a single-level quantum dot in the high-
temperature (red line) and low-temperature (green line) limit. (b) Current as a function of voltage for a
single-level quantum dot (εσ = εσ =U = 10). The energies are expressed in units of kBT and 1

2Γσ for
the red and green line, respectively.

4.1 THE SINGLE-LEVEL QUANTUM DOT

The single-level quantum dot is the simplest toy model incorporating capaci-
tive interactions. It is therefore generally the model of choice when illustrating

features such as Coulomb blockade. In the absence of spin-orbit coupling, the
Hamiltonian of the isolated dot takes the following form:

H =
∑
σ
εσn̂σ+U n̂σn̂σ, (4.1)

where σ denotes the spin, and σ denotes the other spin. Writing down the spin
indices explicitly, we get

H = ε↑n̂↑+ε↓n̂↓+U n̂↑n̂↓. (4.2)

Since ε↑ and ε↑ are allowed to be different, this Hamiltonian also describes a system
consisting of two capacitively interacting single-electron dots.

In the following two sections we will study the dynamics of the dot when it is
coupled to the leads. We will first analyze the system using the non-equilibrium
Green’s function (NEGF) approach, and then with the master equation (ME) ap-
proach.
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4.1.1 NON-EQUILIBRIUM GREEN’S FUNCTION APPROACH
The retarded Green’s function of the quantum dot described by the Hamiltonian
in Eq. 4.1 is given by (see Eq. 2.106)

G+
σ(ε) =

〈
1

ε−εσ−U n̂σ−Σ+
σ(ε)

〉
, (4.3)

where
Σ+
σ(ε) =

∑
α
Σα+σ (ε) (4.4)

is the self-energy due to the coupling to the leads. Since n̂σ is either 0 or 1, this can
be written as

G+
σ(ε) = 1−〈

n̂σ
〉

ε−εσ−Σ+
σ(ε)

+
〈

n̂σ
〉

ε−εσ−U −Σ+
σ(ε)

. (4.5)

Interestingly, although Refs. [1, 2] obtain a different result for the retarded Green’s
function (since they start with Eq. 2.108 instead of Eq. 2.106), after making an ap-
proximation in the self-energy, they do recover Eq. 4.5.

The occupation probabilities can be obtained from the lesser Green’s function
via Eq. 2.38. The lesser Green’s function itself is given by the Keldysh equation
(Eq. 2.55), wile the lesser self-energy Σ<

σ(ε) is given by Eq. 2.121. In the wide-band
limit, the retarded self-energy (Eq. 2.124) is diagonal, imaginary, and independent
of ε:

Σα+i ,i ′σ(ε) =−δi ,i ′
i

2
Γασ, (4.6)

Similarly, the lesser self-energy is

Σ<
i ,i ′σ(ε) = δi ,i ′ i

∑
α
Γασ fα(ε). (4.7)

In this limit, the retarded Green’s function becomes

G+
σ(ε) = 1−〈

n̂σ
〉

ε−εσ+ i
2Γσ

+
〈

n̂σ
〉

ε−εσ−U + i
2Γσ

= (
1−〈

n̂σ
〉) ε−εσ− i

2Γσ

(ε−εσ)2 +
(
Γσ
2

)2 +〈
n̂σ

〉 ε−εσ−U − i
2Γσ

(ε−εσ−U )2 +
(
Γσ
2

)2 , (4.8)

where Γσ =∑
αΓ

α
σ. We then get for the lesser Green’s function:

G<
σ(ε) = (

1−〈
n̂σ

〉) i
∑
αΓ

α
σ fα(ε)

(ε−εσ)2 +
(
Γσ
2

)2 +〈
n̂σ

〉 i
∑
αΓ

α
σ fα(ε)

(ε−εσ−U )2 +
(
Γσ
2

)2 . (4.9)
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Via Eq. 2.38, the expectation value of the occupation number operator is given by

〈n̂σ〉 =
(
1−〈

n̂σ
〉)∑

α

Γασ
Γσ

∫
dε

2π

Γσ fα(ε)

(ε−εσ)2 +
(
Γσ
2

)2

+〈
n̂σ

〉∑
α

Γασ
Γσ

∫
dε

2π

Γσ fα(ε)

(ε−εσ−U )2 +
(
Γσ
2

)2 , (4.10)

and similarly for 〈n̂σ〉. This equation can be written as

〈n̂σ〉 =
(
1−〈

n̂σ
〉) ħ
Γσ

∑
α

W +
α (εσ)+〈

n̂σ
〉 ħ
Γσ

∑
α

W +
α (εσ+U ) (4.11)

where

W +
α (εσ) = Γ

α
σ

ħ

∫
dε

2π

Γσ fα(ε)

(ε−εσ)2 +
(
Γσ
2

)2 , (4.12)

can be interpreted as the transition rate for putting an electron from lead α with
spin σ on the dot. There is no analytical solution to this integral. However, in the
high-temperature limit Γσ ¿ kBT , ρ f (ε) effectively becomes a delta function, and
we are left with

W +
α (εσ) = Γ

α
σ

ħ fα (εσ) . (4.13)

Alternatively, in the low-temperature limit, the Fermi function behaves like a step-
function and we have

W +
α (εσ) = Γ

α
σ

ħ

∫ µα

−∞
dε

2π

Γσ

(ε−εσ)2 +
(
Γσ
2

)2

= Γ
α
σ

ħ

[
1

2
− 1

π
arctan

(
2
(
εσ−µα

)

Γσ

)]
. (4.14)

The transition rates for both the high-temperature and low-temperature limit are
shown in Fig. 4.1a.

Once the transition rates have been calculated, we can solve for 〈n̂σ〉 and 〈n̂σ̄〉
self-consistently. The transmission can then be calculated straightforwardly from
Eq. 2.140. In the case of a left and a right electrode, it is given by

Tσ(ε) = ΓL
σΓ

R
σ

ΓL
σ+ΓR

σ



(
1−〈

n̂σ
〉) ΓL

σ+ΓR
σ

(ε−εσ)2 +
(
ΓL
σ+ΓR

σ
2

)2 +〈
n̂σ

〉 ΓL
σ+ΓR

σ

(ε−εσ−U )2 +
(
ΓL
σ+ΓR

σ
2

)2


 ,

(4.15)
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i.e., a weighted sum of two Lorentzian functions centered around the orbital ener-
gies εσ and εσ+U . When ε↑ = ε↓, both spins behave the same, and we have 〈n̂σ〉 =〈

n̂σ
〉

. The resulting current, obtained from the Landauer formula (Eq. 2.139), is
shown in Fig. 4.1b.

4.1.2 MASTER EQUATION APPROACH
For a single-level quantum dot, we have four different many-body states: |0〉, cor-
responding to the empty dot, |↑〉 and |↓〉, corresponding to the singly occupied dot
with energies ε↑ and ε↓, respectively, and |↑↓〉, corresponding to the doubly occu-
pied dot with energy ε↑ + ε↓ +U . The only transitions we take into account are
the transitions involving the transfer of an electron to or from the leads; no spin
flip transitions are allowed. Since the rate equations are obtained from first-order
perturbation theory, transitions involving the simultaneous tunneling of two elec-
trons are also ignored (see also section 3.2). We therefore have

W α
|↑〉→|↓〉 =W α

|↓〉→|↑〉 = 0, (4.16a)

W α
|0〉→|↑↓〉 =W α

|↑↓〉→|0〉 = 0. (4.16b)

The transition rate for adding an electron to an empty dot from lead α can be
obtained from Eq. 3.30, or, equivalently, from Eq. 3.45:

W α
|0〉→|↑〉 =

Γα0;↑
ħ

∫
dε fα(ε)ρ↑(ε). (4.17)

Following Eq. 3.20, we take the density of states (DOS) of the dot to be a Lorenztian:

ρ↑(ε) = 1

2π

Γ
(
ε−ε↑

)2 + (
Γ
2

)2 . (4.18)

Note that this leads to the exact same rate equation we obtained in the previous
section (Eq. 4.12).

The transition rate for removing an electron from the dot is similar, except we
now need the density of unoccupied states on the leads (see Eq. 3.31). For the high-
temperature limit we get

W α
|↑〉→|0〉 =

Γα0;↑
ħ

[
1− fα

(
ε↑

)]
, (4.19)

and for the low-temperature limit

W α
|↑〉→|0〉 =

Γα0;↑
ħ

[
1

2
+ 1

π
arctan

(
2
(
ε↑−µα

)

Γ

)]
. (4.20)
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Note that in both limits we have

W α
|0〉→|↑〉+W α

|↑〉→|0〉 =
Γα0;↑
ħ . (4.21)

The rate equations for the other transitions can be obtained in a similar fash-
ion. Combining all rates, we get the following rate matrix:

W =




−∑
. . . W|↑〉→|0〉 W|↓〉→|0〉 0

W|0〉→|↑〉 −∑
. . . 0 W|↑↓〉→|↑〉

W|0〉→|↓〉 0 −∑
. . . W|↑↓〉→|↓〉

0 W|↑〉→|↑↓〉 W|↓〉→|↑↓〉 −∑
. . .


 , (4.22)

where W|0〉→|↑〉 =
∑
αW α

|0〉→|↑〉, and so on. The diagonal contains minus the sum of
the columns (see Eq. 3.12).

If the Hamiltonian is spin-independent, i.e., ε↑ = ε↓, Γα0;↑ = Γα0;↓, etc., we can
combine the |↑〉 and |↓〉 states as follows:

P0 = P|0〉, (4.23a)

P1 = P|↑〉+P|↓〉, (4.23b)

P2 = P|↑↓〉. (4.23c)

In terms of these states, the rate matrix becomes

W =


−∑

. . . W1→0 0
2W0→1 −∑

. . . 2W2→1

0 W1→2 −∑
. . . .


 . (4.24)

Note the factor of 2 in front of W0→1 and W2→1, resulting from the difference in
multiplicity of the initial and final state. This is a general feature; if the Hamiltonian
describing the system is spin-independent, it is possible to reduce the size of the
rate matrix by combining certain states. The resulting rate matrix contains the
original transitions rates multiplied by a prefactor which depends on the relative
multiplicities of the states. Calling Mi and M f the multiplicity of the initial and
final state, respectively, this prefactor is

Ci→ f =
{ M f

Mi
M f > Mi

1 otherwise.
(4.25)

Coming back to the single-level dot, the occupation probabilities can be calcu-
lated analytically:

P = 1

W2→1
∑
α
Γα0;1
ħ +W0→1

∑
α
Γα1;2
ħ




W1→0W2→1

2W0→1W2→1

W0→1W1→2


 . (4.26)
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The current from one of the leads can now be calculated by summing over all the
rates from that lead minus all the rates into that lead. If there are two leads (L and
R), and we take e to be positive, the current from left to right becomes (see Eq. 3.50)

I = e
[−2W L

0→1P0 +
(
W L

1→0 −W L
1→2

)
P1 +2W L

2→1P2
]

= e
[
2W R

0→1P0 −
(
W R

1→0 −W R
1→2

)
P1 −2W R

2→1P2
]

= 2e

ΓL
0;1W R

0→1−ΓR
0;1W L

0→1

W L
0→1+W R

0→1
+ ΓL

1;2W R
1→2−ΓR

1;2W L
1→2

W L
1→2+W R

1→2

ΓL
0;1+ΓR

0;1

W L
0→1+W R

0→1
+ ΓL

1;2+ΓR
1;2

W L
1→2+W R

1→2

. (4.27)

4.2 THE METALLIC ISLAND

The metallic island with a constant DOS is the second system we will analyze.
The general case is intractable, since it is a many-body system with an infinite

number of single-particle states. However, if the capacitive interactions are large
enough that only a single (valence) electron can be on the island at any one time,
it effectively becomes a single-particle problem again. The Hamiltonian of the iso-
lated island is given by

H =
∑

iσ
εiσn̂iσ+ lim

U→∞
1
2U

∑

iσ

∑

i ′σ′ 6=iσ

n̂iσn̂i ′σ′ . (4.28)

As before, we will study the dynamics of the metallic island when it is coupled
to leads with both the NEGF and ME approaches.

4.2.1 NON-EQUILIBRIUM GREEN’S FUNCTION APPROACH
In the wide-band limit, the retarded Green’s function of a metallic island described
by the Hamiltonian of Eq. 4.28 is given by (compare with Eq. 2.81)

G+
iσ(ε) = 1−〈

N̂iσ
〉

ε−εiσ+ i
2Γσ

, (4.29)

while the lesser Green’s function is

G<
iσ(ε) = i

(
1−〈

N̂iσ
〉) ∑

αΓ
α
σ fα(ε)

(ε−εiσ)2 +
(
Γσ
2

)2 . (4.30)

From the lesser Green’s function we can obtain the occupation probabilities with
Eq. 2.38:

〈n̂iσ〉 =
∫ ∞

−∞
dε

2πi
G<

iσ(ε) = (
1−〈

N̂iσ
〉)∫ ∞

−∞
dε

2π

∑
αΓ

α
σ fα(ε)

(ε−εiσ)2 +
(
Γσ
2

)2 . (4.31)
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FIGURE 4.2: Transition rate for adding an electron to a metallic island in the high-temperature (red
line) and low-temperature (green line) limit. (b) Current as a function of voltage for a metallic island
(εσ = εσ =U = 10, ρ0 = 0.1). The energies are expressed in units of kBT and 1

2Γσ for the red and green
line, respectively.

The island contains at most one (valence) electron, hence, as the number of lev-
els tends to infinity, any particular 〈n̂iσ〉 becomes vanishingly small, and the self-
interaction introduced by the approximation

〈
N̂iσ

〉≈ 〈
N̂

〉=
∑

i ′σ′
〈n̂i ′σ′〉 (4.32)

becomes negligible. In the limit of a continuous DOS

〈
N̂

〉=
∑

i ′σ′
〈n̂i ′σ′〉 =

∑
σ

∫ ∞

−∞
dεσρ(εσ)〈n̂(εσ)〉 , (4.33)

where ρ(εσ) is the density of available states. This density is non-zero only above
a certain effective chemical potential µσ, which corresponds to the lowest energy
available for a new electron on the island. For a constant DOS with

ρ(εσ) =
{

0 εσ <µσ,

ρ0 εσ ≥µσ,
(4.34)

we get
〈

N̂
〉=

∑
σ
ρ0

∫ ∞

µσ

dεσ 〈n̂(εσ)〉 , (4.35)

and therefore

〈
N̂

〉= (
1−〈

N̂
〉)∑

σ
ρ0

∫ ∞

µσ

dεσ

∫ ∞

−∞
dε

2π

∑
αΓ

α
σ fα(ε)

(ε−εσ)2 +
(
Γσ
2

)2 . (4.36)
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This can again be written in terms of transition rates:

〈
N̂

〉= (
1−〈

N̂
〉) ħ
Γ

∑
α

W +
α , (4.37)

where

W +
α =

∑
σ

Γασ
ħ ρ0

∫ ∞

−∞
dε fα(ε)

∫ ∞

µσ

dεσ
2π

Γσ

(ε−εσ)2 +
(
Γσ
2

)2 (4.38)

is the rate for putting an electron on the island. The double integral does not have
an analytical solution. However, in both the weak coupling limit (Γσ ¿ kBT ) and
the strong coupling limit (ΓσÀ kBT ) it is readily solved. In the weak coupling limit,
the Lorentzian acts like a delta function, and we are left with

W +
α =

∑
σ

Γασ
ħ ρ0

∫ ∞

µσ

dε fα
(
µσ

)

=
∑
σ

Γασ
ħ ρ0

(
µα−µσ+kBT ln

(
1+e

µσ−µα
kBT

))
. (4.39)

In the strong coupling limit, the Fermi function acts like a step function and we get

W +
α =

∑
σ

Γασ
ħ ρ0

∫ µα

−∞
dε

∫ ∞

µσ

dεσ
2π

Γσ

(ε−εσ)2 +
(
Γσ
2

)2

=
∑
σ

Γασ
ħ ρ0

∫ µα

−∞
dε

[
1

2
+ 1

π
arctan

(
2
(
ε−µσ

)

Γσ

)]

=
∑
σ

Γασ
ħ ρ0

[(
µα−µσ

)(1

2
+ 1

π
arctan

(
2
(
µα−µσ

)

Γσ

))
+ Γσ

2π
+Λασ

]
, (4.40)

where

Λασ = lim
ε→−∞

Γσ

4π

[
ln

(
1+

(
2
(
ε−µσ

)

Γσ

)2)
− ln

(
1+

(
2
(
µα−µσ

)

Γσ

)2)]

=∞. (4.41)

The infinity is a result of the fact that we have taken the bottom of the conduction
band to be at ε = −∞. In reality this is obviously not the case, and we can avoid
the infinity by cutting off the integration at a finite energy. Since the logarithm
increases very slowly with energy, the resulting rate is only weakly dependent on
the value of the cutoff energy. The transition rates for both the high-temperature
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and low-temperature limit (where, for simplicity, we have takenΛασ = 0) are shown
in Fig. 4.2a. The transmission can again be obtained from Eq. 2.140:

Tσ(ε) = ΓL
σΓ

R
σ

ΓL
σ+ΓR

σ

(
1−〈

N̂
〉)
ρ0

∫ ∞

µσ

dεσ
Γσ

(ε−εσ)2 +
(
Γσ
2

)2 . (4.42)

The resulting current is shown in Fig. 4.2b. Contrary to the single-level quantum
dot (Fig. 4.1b), the onset of the current is not a step function, but a sloped line, the
curvature of which is determined by the value of ρ0: the smaller ρ0, the straighter
the line. This can be understood by looking at the behavior of

〈
N̂

〉
. Since W +

α is
proportional to ρ0, the larger ρ0, the sooner

〈
N̂

〉
saturates to 1. As the transmission

is proportional to 1− 〈
N̂

〉
, it too will saturate. The sooner this happens, the more

curved the line.

4.2.2 MASTER EQUATION APPROACH
Since the capacitive interaction between the electrons on a metallic island is infi-
nite, we have only three occupation probabilities: P|0〉, P|↑〉, and P|↓〉. However, as
a metallic island has a continuous DOS, the |↑〉 and |↓〉 states actually correspond
to a combination of infinitely many states. If the DOS is constant in the region of
interest, the density of unoccupied states is given by

ρσ(ε) = ρ0
σ

∫ ∞

−∞
dεσ
2π

Γ

(ε−εσ)2 + (
Γ
2

)2 f
(
µσ−εσ

)
, (4.43)

where µσ is the chemical potential of the first available transition. In the high-
temperature limit, the Lorentzian again acts as a delta function, and we are left
with [3, 4]

ρσ(ε) = ρ0
σ f

(
µσ−ε

)= ρ0
σ

1+e
µσ−ε
kBT

. (4.44)

With this density of states, the rate for adding an electron to the island becomes

W α
|0〉→|↑〉 =

Γα↑
ħ

∫
dε fα(ε)ρ↑(ε)

=
Γα↑
ħ ρ0

↑

∫
dε

1

1+e
ε−µα
kBT

1

1+e
µ↑−ε
kBT

=
Γα↑
ħ ρ0

↑
µα−µ↑

1−e
µ↑−µα

kBT

. (4.45)
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Comparing this rate equation to Eq. 4.13 shows that a metallic island effectively be-
haves as a single-level dot with a ‘modified Fermi function.’ Interestingly, this rate
equation differs from the low-temperature result obtained with the NEGF method.
Using the fact that 1− f (ε) = f (−ε), we obtain for the reverse rate

W α
|↑〉→|0〉 =

Γα↑
ħ ρ0

↑
µ↑−µα

1−e
µα−µ↑

kBT

. (4.46)

In the low-temperature limit, the Fermi function acts as a step function, and
we get for the DOS on the island:

ρσ(ε) = ρ0
σ

∫ ∞

µσ

dεσ
2π

Γ

(ε−εσ)2 + (
Γ
2

)2 = ρ0
σ

[
1

2
+ 1

π
arctan

(
2
(
ε−µσ

)

Γ

)]
. (4.47)

This again leads to the same expression for the transition rate as we obtained with
the NEGF approach in the previous section (Eq. 4.40).

We can now fill the rate matrix:

W =


−∑

. . . W|↑〉→|0〉 W|↓〉→|0〉
W|0〉→|↑〉 −∑

. . . 0
W|0〉→|↓〉 0 −∑

. . .


 . (4.48)

If the system is spin-independent, we can again combine ↑〉 and ↓〉 states, yielding

W =
(−2W|0〉→|1〉 W|1〉→|0〉

2W|0〉→|1〉 −W|1〉→|0〉

)
. (4.49)

The steady-state occupation probabilities are now trivial to obtain:

P = 1

2W|0〉→|1〉+W|1〉→|0〉

(
W|1〉→|0〉

2W|0〉→|1〉

)
, (4.50)

and we get for the current:

I = 2e
W L

|1〉→|0〉W
R
|0〉→|1〉−W L

|0〉→|1〉W
R
|1〉→|0〉

2W|0〉→|1〉+W|1〉→|0〉
(4.51)
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5
CAPACITIVE EFFECTS IN

THREE-TERMINAL JUNCTIONS

In this chapter we explore the effect of the electrostatic environment of a molecule
on the electronic states and the transitions between those states. We show that the
capacitive interactions between the molecule and the electrodes can be conveniently
described in terms of a capacitor network. Interactions with neighboring molecules
or metallic grains give rise to certain particular switching features in the current-
voltage characteristics, which can be described with the single-level quantum dot
and metallic grain models of chapter 4. Comparison of these calculations to mea-
surements shows good quantitative agreement.

Parts of this chapter have been published in Small 6, 174 (2010), and Phys. Rev. B 83, 245415 (2011) [1, 2].
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5.1 ELECTROSTATIC ENVIRONMENT

In addition to electronic and vibrational transitions, one of the major factors in-
fluencing the behavior of a molecule in a junction is the electrostatic environ-

ment. As we shall see below, the capacitive interactions between the molecule
and its environment influence the chemical potential differences and therefore
the possible transitions in the junction. In a typical three-terminal junction (see
chapter 1), we have a gate electrode (usually aluminum with an oxide layer for in-
sulation) and a source and drain electrode on top (usually gold) separated by a gap
of a few nanometers. The molecule then bridges the leads and is ideally situated
close to the gate electrode.

The electric field due to a bias voltage over the leads or a gate voltage on the
gate can be calculated with Maxwell’s equations. Since we are only interested in
the electric and not the magnetic field, the most convenient form is the potential
formulation in terms of free charge and current, which, for linear isotropic materi-
als, takes the form

∇·
(
ε∇φ+ε ∂

∂t
A

)
=−

ρ f

ε0
, (5.1)

where φ and A are the electric scalar and magnetic vector potential, respectively,
ρ f is the free charge density, and ε is the relative dielectric constant of the material.
Using the modified Lorenz gauge

∇· (εA)+ ε

c2

∂

∂t
φ= 0, (5.2)

this becomes

∇· (ε∇φ)− ε

c2

∂2

∂t 2φ=−
ρ f

ε0
. (5.3)

For a static potential, ∂
∂t φ= 0. This leaves us with

∇· (ε∇φ)=−
ρ f

ε0
, (5.4)

an equation known as Poisson’s equation, which can be solved using, for example,
the finite-difference method. If there is no free charge in the system, the potential
is determined entirely by the boundary conditions, such as the applied bias or gate
voltage.

Using Poisson’s equation, we have calculated the potential in a typical three-
terminal junction for a bias and gate voltage of 1 V (see Fig. 5.1).1 It is clear from

1Since Poisson’s equation is linear, the potential changes linearly with the applied voltage, and the plots
do not change qualitatively for voltages other than 1 V.
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FIGURE 5.1: Electrostatic potential in an empty three-terminal junction with a 2 nm gap and (a) a sym-
metrically applied bias voltage, and (b) an applied gate voltage of 1 V. The relative dielectric constant of
the oxide is taken to be ε= 10.
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FIGURE 5.2: Electrostatic potential in a three-terminal junction with a molecule and (a) a symetrically
applied bias voltage, and (b) an applied gate voltage of 1 V. The molecule is modeled as a solid rectan-
gular block with a relative dielectric constant ε= 100. For clarity, the contrast in (b) is increased to show
the potential profile near the molecule.
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FIGURE 5.3: Electrostatic potential in a three-terminal junction due to a charge trap in the gate oxide
(q =+e). (a) Potential profile of an empty junction. (b) Potential profile of a junction with a molecule.
For clarity, the contrast is increased with respect to (a) to show the potential on the molecule.

Fig. 5.1a that, away from the gate, the potential changes linearly with distance be-
tween the source and drain. The potential due to the gate on the other hand (see
Fig 5.1b), is mostly shielded by the leads, and whatever is left inside the gap varies
non-linearly with x and y . This suggest that any molecule deposited in the gap
feels a complicated, inhomogeneous potential which has to be taken into account
explicitly in any model. However, most molecules measured in these junctions are
conjugated and therefore have a high internal conductance. This means that they
are polarizable and will compensate a potential gradient in their vicinity.

The effect of the polarizability of the molecule can be modeled by introducing
a region in the gap with a large dielectric constant. Fig. 5.2 shows the potential
profile of such a junction with again an applied bias and gate voltage. It is clear
from this figure that the potential on the molecule is approximately constant, and
that the potential drop occurs solely across the barriers between the electrodes
and the molecule. Since Poisson’s equation is linear, the average potential on the
molecule is directly proportional to the bias and gate voltage via

U =αeVb +βeVg , (5.5)

where α is the bias coupling and β the gate coupling. The bias coupling can vary
between − 1

2 and 1
2 ,2 depending on whether the molecule is closer to the source

or drain electrode, and the gate coupling varies between 0 and 1, depending on
the shielding of the electrodes. For Fig. 5.1, α = 0, corresponding to a symmet-
ric coupling the the leads, and β = 0.1, which is a typical value for three-terminal

2Since electrostatic potentials are only defined with respect to an arbitrary reference, other conven-
tions for α are also possible. In the chosen convention, α = 0 corresponds to a symmetrically biased
junction.
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measurements [1, 3].
The potential on the molecule is determined not only by the voltages on the

electrodes, but also by the charges on nearby objects in the junction, such as a
neighboring molecule or a charge trap in the gate oxide. The potential profile of
the latter case is shown in Fig. 5.3 for a charge of q = +e. The polarizability of the
molecule again ensures a constant potential, in this case of approximately 50 mV.
This means that the sudden charging of a charge trap during a measurement would
show up as an effective jump in the gate voltage, something which is indeed ob-
served occasionally [1].

5.2 THE CAPACITOR NETWORK APPROACH

Although the values for the gate coupling and gate switch in the example cal-
culations discussed in the previous section correspond well to measured val-

ues [1, 3], the geometry of a molecular junction is generally unknown and accu-
rately modeling the electrostatic environment with the Poisson equation is diffi-
cult. However, we have shown that if the molecule is polarizable, it has a well-
defined potential. For modeling purposes, it is then easier to model the electrodes,
molecules, charge traps etc. as a series of nodes with a particular charge Qi and
voltage Vi , connected to each other with a capacitance ci j [4–6]. The analysis of
the resulting capacitor network is centered around the relationship between the
charge and the voltage on neighboring nodes. The induced charge on node i due
to the voltage on node j is given by

Qi j = ci j
(
Vi −V j

)
, (5.6)

yielding for the total charge on the node

Qi =
N∑

j=1
ci j

(
Vi −V j

)
. (5.7)

This can be written as Q =CV , where

Ci j =
{∑

k 6=i ci k for i = j ,

−ci j =−c j i for i 6= j ,
(5.8)

is the capacitance matrix. The electrostatic energy of the network is

E = 1
2 QT V = 1

2 QT C−1Q . (5.9)

We now split the system into islands (Qi and Vi ) and voltage sources (Qv and
Vv ). The islands can either be molecules, modeled in this chapter as single-level
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quantum dots, or metallic grains (see chapter 4). The capacitance matrix of the
partitioned system is given by

C =
(

CII CIV

CVI CVV

)
. (5.10)

It is convenient to describe the islands solely in terms of the charge (QI), and the
voltage sources in terms of the voltage (VV). From

(
QI

QV

)
=

(
CII CIV

CVI CVV

)(
VI

VV

)
(5.11)

we get for the induced voltage on the islands:

VI =C−1
II QI −C−1

II CIVVV. (5.12)

When current is flowing, electrons are added to or removed from the islands.
From non-equilibrium statistical mechanics we know that the current is driven
by chemical potential differences. The chemical potential at which a transition
between different charge states occurs is given by the energy difference between
those states:

µ≡ dE

dN
. (5.13)

The energy difference due to a change ∆Q in the charge is

∆E = 1
2 (Q +∆Q)T C−1 (Q +∆Q)− 1

2 QT C−1Q

=∆QT C−1Q + 1
2∆QT C−1∆Q

=∆QT (
V + 1

2∆V
)

. (5.14)

If we only charge the islands (∆Q =∆QI), while keeping the voltage on the voltage
sources constant (∆V =∆VV), the energy difference becomes

∆E =∆QT
I

(
VI + 1

2∆VI
)

=∆QT
I C−1

II (QI +CIVVV)+ 1
2∆QT

I C−1
II ∆QI. (5.15)

5.2.1 THREE-TERMINAL JUNCTION
For a system consisting of just a single island, capacitively coupled to a left, right
and gate electrode (see Fig. 5.4), the capacitance matrices are

CII =
(
CL +CR +CG

)
, CIV = (−CL −CR −CG

)
. (5.16)
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FIGURE 5.4: Schematic diagram of the capacitor network corresponding to a three-terminal junction.
The island is capacitively coupled to a source, drain and gate electrode.

Distributing the bias voltage Vb symmetrically over the left and right lead, i.e., VL =
− 1

2 Vb and VR = 1
2 Vb , yields

CIVVV = CL −CR

2
Vb −CGVg , (5.17)

and therefore

∆E =∆Q
Q + 1

2∆Q − CR−CL
2 Vb −CGVg

CL +CR +CG
. (5.18)

Since Q =−eN , the chemical potential for adding a single electron to the dot is

µ(N ) ≡ E(N )−E(N −1)

= εN + (
N − 1

2

) e2

CL +CR +CG
−

CR−CL
2 eVb +CGeVg

CL +CR +CG

= εN +U
(
N − 1

2

)−αeVb −βeVg , (5.19)

where εN is the energy of the N th quantum level on the island,3

U = e2

CL +CR +CG
(5.20)

is the charging energy,

α= 1

2

CR −CL

CL +CR +CG
(5.21)

3If εN = 0 we have a classical island, as the chemical potentials are then fully determined by classical
electrostatics.
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FIGURE 5.5: (a) Current-voltage characteristics as a function of bias and gate voltage. (b) A stability
diagram is a plot of the conductance as a function of bias and gate voltage. The lines in the diagram
are the so-called diamond edges, which correspond to the onset of current. At the crossing point of the
diamond edges, the chemical potential of the dot is on resonance with the chemical potential in the
leads.
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is the bias coupling, and

β= CG

CL +CR +CG
(5.22)

is the gate coupling. It is only possible to add an electron to the island if the chem-
ical potential in one of the leads (εF ± e

2 Vb , where εF is the Fermi energy) exceeds
the chemical potential on the island, while it is only possible to remove an electron
if the chemical potential on the island exceeds the chemical potential of one of the
leads. This can be done by increasing either the bias or the gate voltage. Once the
chemical potential of the island falls between the potentials of the leads, current
starts flowing. A typical plot of the conductance of a single-level quantum dot as
a function of bias and gate voltage is shown in Fig. 5.5. Such a plot is known as a
stability diagram.

In general, the capacitances CL, CR and CG are unknown. However, the param-
eters α and β can be obtained from the slopes of the diamond edges in a stability
diagram (δ+ and δ−). The onset of current corresponds to the situation where the
chemical potential of one of the leads is in resonance with the potential on the
island. We therefore have either

εN +U
(
N − 1

2

)−αeVb −βeVg = εF +
e

2
Vb , (5.23)

or
εN +U

(
N − 1

2

)−αeVb −βeVg = εF −
e

2
eVb , (5.24)

hence the bias voltage at one diamond edge is

Vb =
µN
e −βVg

α+ 1
2

, (5.25)

and at the other

Vb =
µN
e −βVg

α− 1
2

, (5.26)

where
µN = εN −εF +U

(
N − 1

2

)
. (5.27)

We therefore get for the slopes of the diamond edges

δ− = dVb

dVg
=− β

α+ 1
2

, (5.28)

and

δ+ =− β

α− 1
2

. (5.29)
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From the slopes, we can obtain the bias and gate coupling via

α= 1

2

δ++δ−
δ+−δ− , (5.30)

β= δ+δ−

δ−−δ+ . (5.31)

Similarly, µN can be obtained from the gate voltage of the crossing point. That
point corresponds to situation where the potential on the island is aligned with
both leads and we have

µN =βeVg . (5.32)

5.2.2 DOUBLE DOT
For a system consisting of two islands, capacitively coupled to a left, right and gate
electrode, and to each other with a mutual capacitance CM (see Fig. 5.6), the ca-
pacitance matrices are

CII =
(

C1 −CM

−CM C2

)
, CIV =

(−CL1 −CR1 −CG1

−CL2 −CR2 −CG2

)
, (5.33)

where

C1 =CL1 +CR1 +CG1 +CM, (5.34a)

C2 =CL2 +CR2 +CG2 +CM. (5.34b)

The chemical potential for charging the first island is

µ1 (N1) = εN1 +U1
(
N1 − 1

2

)+U12N2 −α1eVb −β1eVg , (5.35)

where

U1 =
e2

C1

1

1− C 2
M

C1C2

(5.36)

is the charging energy of the island,

U12 =
e2

CM

1
C1C2

C 2
M

−1
(5.37)

is the capacitive interaction between the islands, and

α1 =
1

2

CR1 −CL1 + CM
C2

(CR1 −CL1)

C1 − C 2
M

C2

, (5.38)
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FIGURE 5.6: Schematic diagram of the capacitor network corresponding to a three-terminal double-
dot junction. Both islands are capacitively coupled to a source, drain and gate electrode, and to each
other with a mutual capacitance CM.
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and

β1 =
CG1 + CM

C2
CG2

C1 − C 2
M

C2

, (5.39)

are the bias and gate coupling, respectively. These parameters can again be ob-
tained from the slopes of the diamond edges via Eqs. 5.21 and 5.22.

The chemical potential of the first island depends on the charge of the second
island via the capacitive interaction U12. Charging the second island will therefore
shift the crossing point of the first. If both crossing points, before and after charg-
ing the second island, can be observed in the stability diagram (or constructed
through extrapolation of the lines), the interaction energy can be obtained from

U12 =β1e∆Vg , (5.40)

where ∆Vg is the difference between the gate voltages of the crossing points.

5.3 DOUBLE-DOT MEASUREMENTS

Junctions containing two or more islands (molecules or metallic grains) with a
capacitive interaction have been measured several times. In this section we will

show several of these measurements and discuss the origins of the observed fea-
tures. The systems are described with different combinations of the single-level
quantum dot and metallic grain models of chapter 4.

Fig. 5.7a shows a measured stability diagram of a Mn2+-complex [7]. The junc-
tion is coupled nearly symmetrically to the leads (α = −0.07) and has a gate cou-
pling of β= 0.05. Only one crossing point is visible, to the right of which there is a
Kondo peak. The interesting features of this measurement are the ‘gate switches’
which can be observed on both sides of the crossing point. As noted in section 5.1,
the sudden charging of, for example, a nearby charge trap, appears in the mea-
surement as an effective gate switch.4 Since the measurements are performed by
sweeping the bias voltage for every gate point, such a switch would appear as a
vertical line in the stability diagram. Moreover, for stochastic events these switches
appear at random gate voltages, and are not reproducible between different mea-
surements of the same sample. However, a close inspection of Fig. 5.7a reveals
that these switches are not vertical, but diagonal. They appear in several consecu-
tive bias sweeps at different gate voltages, a feature which is reproducible between
different measurements.

4Note that there does not need to be a current flow through the charge trap for the electrostatic envi-
ronment of the molecule to change.
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FIGURE 5.7: (a) Measured and (b) calculated stability diagram of a Mn2+-complex [7] with a gate
switch. A detailed measurement and calculation of the region indicated by the white rectangle is shown
in Fig. 5.8. In the calculation, the first island is modeled as a single-level dot which is coupled nearly
symmetrically to the leads (α=−0.07, ΓL = 2 meV andΓR = 10 meV) and has a gate coupling ofβ= 0.05.
The second island is modeled as a metallic grain which is highly asymmetrically coupled (α = −0.22,
β = 0.16, ΓL = 20 µeV and ΓR = 1 meV). The capacitive interaction energy between both islands is
U = 22 meV.
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FIGURE 5.8: (a) Measured and (b) calculated stability diagram of the area indicated by the white rectan-
gle in Fig. 5.7. (c) Measured and (d) calculated gate traces at -15 and 15 mV bias of the stability diagrams
in (a) & (b). The calculations use the same parameters as in Fig. 5.7.
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FIGURE 5.9: Calculated stability diagram with the same parameters as in Fig. 5.7, but where the second
island is modeled as a single-level quantum dot instead of a metallic grain. The white arrows indicate
lines not observed in the measurements in Figs. 5.7a and 5.8a.

The nature of the switches becomes more clear if we take a closer look at one of
the lines in the stability diagram. Fig. 5.8a shows a detailed measurement of the re-
gion indicated by the white rectangle in Fig. 5.7a. This region shows another cross-
ing point, although certain diamond edges show up as a dip instead of a peak (see
the gate traces in Fig. 5.8c). This suggest that the switch is caused by the charging
of a nearby island which itself also shows Coulomb blockade and through which
current flows. This second island could be another molecule, or perhaps a gold
grain formed during the electromigration of the junction.5 Both possibilities will
be explored.

A calculated stability diagram6 of the junction is shown in Figs. 5.7b and 5.8b.
The first island is modeled as a single-level quantum dot and the second as a metal-
lic grain. The on-site charging energy for both islands is taken to be so large that
only one crossing point is visible for each island. The inter-island charging en-
ergy on the other hand is relatively small (U = 22 meV). The negatively sloped (δ−)

5The appearance of both diamond edges means that current is flowing through the second island, mak-
ing it unlikely to be a charge trap in the gate oxide.

6All calculations in this chapter have been performed with the master equation (ME) approach with
level broadening developed in chapter 3. The calculations involving metallic islands use the high-
temperature (Eq. 4.45) or low-temperature (Eq. 4.40) rate equations depending on whether ΓL +ΓR is
smaller or larger than kBT .
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FIGURE 5.10: (a) Measured and (b) calculated stability diagram of a [2×2] CoII
4 grid-like molecule [1].

The system is modeled as a strongly coupled metallic grain (α and β unknown as only one diamond
edge is visible, ΓL = 2 meV and ΓR = 1 meV), while the switch is caused by a weakly coupled single-level
dot (α=−0.2, β= 0.24, ΓL = 10 µeV and ΓR = 2 meV). The interaction energy is U = 6 meV.

diamond edge of the second island is much more pronounced than the one with
positive slope (δ+). The calculation shows that this means that the metallic grain
is highly asymmetrically coupled (ΓL ¿ ΓR). It also means that the average oc-
cupation of the grain is always nearly zero or one, even in the conducting region;
an electron tunneling onto the grain from the left lead will almost immediately
tunnel to the right, while an electron tunneling from the right will stay on the is-
land for a long time before tunneling to the left. The charge of the grain therefore
only changes once we cross the δ− diamond edge. It is therefore this diamond
edge which shows up as a switch line in the stability diagram. The switch itself
is caused by the capacitive interaction between the two islands. The magnitude
of this interaction can be estimated from the ‘gate voltage jump’ in the measure-
ments. This jump moves the diamond edges of the molecule in the stability dia-
gram to the right. The interaction energy can be obtained from the gate voltage
jump via Eq. 5.40.

Figs. 5.7b and 5.8b show that the proposed model can accurately reproduce the
observed switch features of the measurement, including the dip at the diamond
edge in the gate trace at negative bias (Figs. 5.8c and 5.8d). This dip is caused not
by a Fano-like resonance, but by the fact that even close to the crossing point of
the grain, the current is still dominated by the dot, due to level broadening. The
reasoning is as follows: to the right of the second crossing point, the metallic grain
is charged and the diamond edges of the dot have switched to the right. If we now
apply a negative bias and cross the diamond edge of the grain, the occupation goes
to zero and the diamond edges of the dot switch back to the left, i.e., further away.
The current therefore goes down, leading to a dip in the differential conductance.
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FIGURE 5.11: (a) (c) Measured and (b) calculated stability diagram of a [2×2] CoII
4 grid-like molecule [1].

The system is modeled as two single-level dots: a strongly coupled one (α= 0.08, β= 0.01, ΓL = 10 meV
and ΓR = 0.4 meV) interaction with a weakly coupled one (α and β unknown, ΓL = 12 meV and ΓR =
0.1 µeV) with interaction energy U = 5 meV.

So far, we have modeled the second island as a metallic grain. However, if the
second island is actually a molecule, it would be more appropriate to model it as a
single-level dot as well. The calculated stability diagram for this system is shown in
Fig. 5.9. This figure shows several extra lines (indicated by the white arrows) which
do not appear in the measurements in Figs. 5.7a and 5.8a. Combined with the
fact that diagonal gate switches are observed most often in electromigrated break
junctions as compared to mechanical break junctions, the absence of the extra
lines in the measurements strongly suggest a gold grain instead of an additional
molecule as the origin of the observed switching features.

Two other double-dot measurements are shown in Figs. 5.10a and 5.11a, both
involving a [2×2] CoII

4 grid-like molecule [1]. The first measurement shows a sin-
gle prominent diamond edge with a step-like line-shape instead of a peak, and a
switch caused by a second weakly-coupled island. A step in the conductance at
the onset of current is consistent with a metallic grain (see chapter 2). The cal-
culation in Fig. 5.10b therefore again combines a single-level dot with a metallic
grain. However, contrary to the measurement in Fig. 5.7, it is the weakly coupled
molecule causing a switch in the strongly coupled gold grain. The second mea-
surement (Fig. 5.11a) shows peaks at the diamond edges of the strongly coupled
island, consistent with a molecule. The island causing the switch is too weakly cou-
pled to distinguish between molecule and gold grain. The calculation in Fig. 5.11b
uses two single-level dots, but modeling the second island as a metallic grain does
not result in a different stability diagram.
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5.4 CONCLUSIONS

In conclusion, we have shown that some peculiar features of measured stabil-
ity diagrams for three-terminal molecular junctions can be accurately modeled

with a capacitor network assuming the presence of more than one molecule or
a molecule and a gold grain in the junction. Systems consisting of two quantum
dots in parallel with a capacitive interaction show excellent agreement between
measurement and calculation. Moreover, the line-shapes in the observed stabil-
ity diagrams allow us to distinguish between molecules and gold grains in certain
measurements.
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6
VIBRATIONAL EXCITATIONS IN

THE WEAK COUPLING REGIME

In bulk systems, molecules are routinely identified by their vibrational spectrum us-
ing Raman or infrared spectroscopy. In recent years, vibrational excitations have
also been observed in low-temperature conductance and electroluminescence mea-
surements on single-molecule junctions and they can provide a similar means of
identification. We present a computationally efficient method for calculating these
excitations in weakly-coupled single-molecule junctions, using a combination of
ab initio quantum chemistry calculations with the master equation approach. In
our method, the entire vibrational spectrum can be taken into account by evaluat-
ing the Franck-Condon factors for an arbitrary number of vibrational quanta. We
find that the vibrational spectrum is sensitive to the molecular contact geometry
and the charge state, and that it is generally necessary to take more than one vibra-
tional quantum into account. Comparison of our method to recent measurements
on single-molecule junctions by several groups reveals a good quantitative agree-
ment with both the spectroscopic features of the measurements and their current
and voltage dependence.

Parts of this chapter have been published in ACS Nano 2, 1445 (2008) [1] and Phys. Rev. B 81, 205430
(2010) [2].
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6.1 INTRODUCTION

In recent years, vibrational excitations have been observed in conductance mea-
surements on single molecules with scanning tunneling microscopes (STMs) [3],

in mechanical break junctions (MBJs) [4, 5] and electromigrated break junctions
(EMBJs) [6–8], and in electroluminescence measurements in STMs [9–12]. In the
case of single molecules, the simultaneous measurement of the electrical and opti-
cal behavior has the potential to greatly enhance our understanding of nanoscale
junctions, and, through detailed analysis of the vibrational spectrum, to provide
valuable insight into the conformational structure of single molecules in a junc-
tion [13].

In bulk systems, molecules are routinely identified by their vibrational spec-
trum using Raman or infrared spectroscopy. Measurements by Osorio et al. [8] on
an oligophenylenevinylene (OPV) derivative in an EMBJ reveal a vibrational spec-
trum of 17 modes that is consistent with Raman (for energies above 15 meV) and
infrared (above 50 meV) spectroscopy data. However, the Raman and IR data show
more peaks than are observed in the transport measurement. Moreover, the Ra-
man and IR measurements were performed on polycrystalline samples and KBr
pellets respectively, which do not reflect the conditions of the molecule in the junc-
tion. In principle, calculations can take the molecular environment into account
see chapter 5) and provide selection rules or predict the relative intensity of vibra-
tional excitations in transport measurements.

Theoretical investigations on vibrational excitations in weakly-coupled single-
molecule junctions have so far mainly concentrated on small systems with only
one vibrational mode [14–19], although see also Chang et al. [20]. We have de-
veloped a computationally efficient method based on the master equation (ME)
approach to calculate the vibrational spectrum of a sizeable molecule, using on
ab initio density-functional theory (DFT) calculations to obtain the vibrational
modes (see chapter 3. This method takes the charge state and contact geome-
try of the molecule into account and predicts the relative intensities of vibrational
excitations. In addition, transitions from excited to excited vibrational state are
accounted for by evaluating the Franck-Condon (FC) factors involving several vi-
brational quanta (see section 3.5.1 and appendix A). Our method can therefore
predict qualitatively different behavior compared to calculations that only include
transitions from the vibrational ground state to excited states [19].

6.2 METHOD

If the molecule-electrode coupling is weak (Γ,kBT ¿∆E), and the electron addi-
tion energies (∆E) only allow the tunneling of one electron at a time (sequential

tunneling), the current-voltage (IV) characteristics and the electroluminescence
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FIGURE 6.1: Schematic picture of sequential tunneling through a molecular junction. ΓS and ΓD are
the electronic couplings to the source and drain electrodes, respectively, and α is the electrostatic cou-
pling to the bias voltage. These quantities can in principle be different for different orbitals. The thick
solid lines represent the HOMO of the 1+ and neutral charge state, and the dashed line represents the
LUMO of the neutral charge state. The thin lines are vibrational excitations. The small vertical arrow at
the top indicates vibrational relaxation, and the wavy line indicates the emission of a photon.
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FIGURE 6.2: The one-, two-, and three-electron states of a single molecule, with an even number of
electrons in the neutral state and a non-degenerate HOMO and LUMO. Vibrational excitations are not
shown. The labels are of the format 2S+1Qms , where Q is the charge of the molecule, S the total spin,
and ms the eigenvalue of Sz . Electronically excited states are denoted by ′. Transitions from the 1+
to neutral state are shown in red, transitions from the neutral to 1− in blue, and the photo-emission
transition is shown in green. µQ↔Q−1 is the chemical potential for adding or removing an electron, ħω
is the photo-emission energy, and ∆εex is the exchange energy between the singlet and triplet state of
0′. Note that the energy differences are not to scale.
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spectra can be calculated with the ME approach [14–23]. In this formalism, a finite
number of molecular states is taken into account, and all processes are described
in terms of transitions between these states at a certain rate.

A schematic picture of the processes in the sequential tunneling (SET) regime
is shown in Fig. 6.1.1 In this picture, current can flow as soon as the HOMO of the
neutral charge state enters the bias window. When also the LUMO becomes avail-
able, it is possible for the molecule to be in an electronically excited state when an
electron tunnels onto the LUMO instead of the HOMO. If the coupling to the drain
(ΓD) is weak enough, and the electron stays on the molecule for some time, the ex-
cited state can decay to the ground state and emit a photon (electroluminescence).
The efficiency of this process is given by the luminescence quantum yield, which is
defined as the number of emitted photons per transmitted electron. Similarly, it is
possible for the electron to be excited from the HOMO to the LUMO by absorbing
a photon. If the HOMO is unavailable for transport but the LUMO is, then this pro-
cess can lift the Coulomb blockade, allowing current to flow (photoconductance).

The many-body states of a single molecule with an even number of electrons in
the neutral state, and a non-degenerate HOMO and LUMO are shown in Fig. 6.2.
Ignoring vibrational excitations for the moment, the spin multiplicities of three
charge states and one excited state result in a total of 9 states, and therefore a 9×9
rate matrix. However, assuming states with the same total spin have equal elec-
tronic (ΓS and ΓD) and electrostatic (α, see chapter 5)2 couplings to the leads, and
therefore equal transition rates, 21+1

2

and 21+
− 1

2

can be combined into 21+, 30′1, 30′0,

and 30′−1 into 30′, and 21−1
2

and 21−
− 1

2

into 21−, leaving only 5 states. Since we are

now describing the system in terms of combined states, the transition rates differ
from the original ones in that they have to be multiplied by a prefactor depending
on the multiplicity of the states involved (see Eq. 4.25). This also carries over into
the case where vibrational excitations are taken into account, as long as they are
spin-independent.

The transition rates themselves depend on the type of transition: tunneling,
photo-emission, or vibrational relaxation (indicated by the arrows in Fig. 6.1). Tun-
neling of electrons to and from the source (S) and drain (D) is responsible for
transitions between states with a different number of electrons on the molecule.
Here we only consider single-electron tunneling events. In the case of charging,

1Technically speaking, the thick solid lines represent transitions between different many-body states.
However, in a non-interacting single-electron picture, the lines indeed correspond to different molec-
ular orbitals.

2Assuming a symmetric distribution of the bias voltage over the leads, the bias-voltage coupling of the

molecule is given by α = 1
2

CS−CD
CS+CD

, where CS and CD are the capacitances to the source and drain

electrode, respectively.
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where state n′ has one more electron than state n, the transition rate is given by
Wn→n′ =W S

n→n′ +W D
n→n′ , where

W S
n→n′ =Cn;n′Fn;n′

ΓS

ħ fS
(
µn↔n′

)
, (6.1)

and correspondingly for W D
n→n′ , where Cnn′ is a prefactor depending on the relative

multiplicity of n and n′ (Eq. 4.25), Fnn′ are the FC factors, fS is the Fermi distribu-
tion on the source electrode, and µn↔n′ is the chemical potential corresponding to
the transition. Similarly, in the case of discharging, the transition rate is given by
Wn′→n =W S

n′→n +W D
n′→n , where

W S
n′→n =Cn′;nFn′;n

ΓS

ħ
[
1− fS

(
µn↔n′

)]
, (6.2)

and correspondingly for W D
n′→n . Photo-emission is possible from the singlet ex-

cited state 10′0 to the ground state 100 (fluorescence). Transitions from the triplet
states 30′1, 30′0, and 30′−1 (phosphorescence) are spin-forbidden, and can only oc-
cur in the presence of spin-orbit coupling. Since phosphorescence occurs on a
much slower timescale than fluorescence — and especially considering the fact
that excited electrons can tunnel off the molecule in a junction — we will only take
photo-emission from the singlet state into account. The radiative transition rate
constant from the excited state n′ to the ground state n is given by [24]

W E
n′→n = Fn′;n

ω3

3πε0ħc3

∣∣µ
∣∣2 , (6.3)

where ω is the frequency of the emitted light (determined approximately by the
HOMO-LUMO gap), and µ is the transition dipole moment.3 Note that we are
only considering radiative transitions between the excited state and the ground
state. Since the timescale of both the radiative and non-radiative transitions (µs
to ns) is typically much slower than the charging and discharging timescale (∼ps),
these transitions will have a negligible effect on the occupation probabilities. Only
the radiative transitions are directly observable, while the non-radiative transitions
will usually have an imperceptible effect on the total current. We will therefore
only include the former in the rate equations and ignore the latter. Vibrational
relaxation is taken into account with a single relaxation time for all vibrationally
excited states [17] (see section 3.5.2). Note that this is only a good approximation
when the relaxation rate is either much faster or much slower than all other rates.

3Not to be confused with the chemical potential.
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For the molecules discussed in this chapter, we have calculated the equilib-
rium geometry and the vibrational modes using DFT.4 Although DFT is well-suited
for ground-state calculations, taking excited states into account can be problem-
atic. We have therefore approximated the excited state by forcing the molecule
into a high-spin (S = 1) configuration. Since the equilibrium geometry and the
normal modes only depend on the occupation of the molecular orbitals through
the charge density, and not on the total electron spin, this is not expected to have
a significant effect on the vibrational spectrum. The FC factors have been calcu-
lated from the equilibrium geometries and the normal modes by using the method
of Ruhoff and Ratner [28, 29] (see appendix A), while the transition dipole mo-
ments have been calculated with time-dependent DFT. This leaves the electronic
and electrostatic couplings, and the position of the Fermi level within the HOMO-
LUMO gap as fit-parameters. Note that these parameters depend on the unknown
contact geometry and vary from sample to sample in the measurements (see also
chapter 5). Since extracting the HOMO-LUMO gap from DFT calculations is del-
icate, this value is fitted to the measurements as well. These fit-parameters only
have a small influence on the vibrational features of the spectrum, which is the
focus of this chapter.

6.3 CURRENT

We will first investigate the effect of vibrational excitations on the current by
applying our rate equation method to three molecules of increasing length:

benzenedithiol (BDT, see Figs. 6.3 and 6.4), the oligophenylenevinylene derivative
OPV-3 (see Fig. 6.5), and OPV-5 (see Figs. 6.6 and 6.7).

6.3.1 BDT
The first system under investigation is a single BDT molecule adsorbed on gold.
This example is used only in order to demonstrate the method, since BDT is gen-
erally not weakly coupled in experiments. We will test the method by studying the
influence of the number of vibrational quanta, the charge state and the presence of
gold contacts on the stability diagrams. The stability diagrams are calculated with
a symmetric coupling to the leads of (Γ= 1 meV, α= 0), a gate coupling of β= 0.5
and a temperature of T = 1.6 K. The resulting stability diagram for the −1 → 0 tran-
sition in bare BDT with one vibrational quantum (1369 FC factors) is shown in
figure 6.3b. Of the 30 vibrational modes with energies below 200 meV, only three
excitation lines are visible belonging to the -1 state, and four to the neutral state.

4All quantum chemistry calculations have been performed with the Amsterdam Density Functional
(ADF) quantum chemistry package [25, 26], using the LDA exchange-correlation potential and the
analytical-second-derivatives module for the vibrational modes [27].
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FIGURE 6.3: Calculated stability diagram of BDT with increasing numbers of vibrational quanta (l )
for the (b–d) −1 → 0 and (e) 0 → 1 transition. The white arrows point to the differences between the
diagrams. Since the calculation is symmetric in bias voltage, they are only shown for positive bias. The
molecule in (a) has 36 vibrational modes, 13 of which have a non-zero electron-phonon coupling.
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FIGURE 6.4: Calculated stability diagram of the (b) −1 → 0 and (c) 0 →+1 transition in (a) BDT with
two gold atoms on either side to simulate the presence of the leads. Two vibrational quanta are taken
into account (l = 2).
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Taking two vibrational quanta into account (see Fig. 6.3c), reveals five new ex-
citation lines for the neutral state, three strong lines around 80 meV and two weak
lines around 178 meV (indicated by the white arrows). Taking one more quan-
tum into account (Fig. 6.3d) adds a couple of weak excitation lines for the neutral
charge state around 120 meV, again indicated by white arrows. For the 0 →+1 tran-
sition (Fig. 6.3e), quite a few changes are found. The low energy excitations (below
50 meV) are now so weak as to be almost invisible.

In a junction, the molecule is bonded to the metallic leads. We have simulated
this in the calculations by adding two gold atoms to either side of the molecule.
The resulting stability diagrams (with l = 2) are shown in Fig. 6.4. These diagrams
are quite different from those of the same charge-state transitions in Fig. 6.3d and
e. Depending on the charge state of the molecule, five to seven excitations are
visible below 100 meV, but no higher modes are observed. The electron-phonon
couplings for the neutral charge state in the transition of figure 6.4b are shown
in figure 6.8a. Two modes have a large electron-phonon coupling (with coupling
strengths larger than 1), showing that it is necessary for this system to take more
than one vibrational quantum into account [19].

The calculations show that only a few of the 36 vibrational modes of BDT are
expected to be visible in transport measurements and that they are dependent on
the charge state and sensitive to the contact geometry. For some modes in this
molecule it is necessary to take more than one vibrational quantum into account.
For example, the modes around 80 meV (for l = 2) and 120 meV (for l = 3) are
probably higher harmonics of the strong excitations around 40 meV. The fact that
several other lines stop at this excitation shows that it is also necessary to take the
FC factors for excited vibrational state to excited vibrational state into account.

6.3.2 OPV-3
The second molecule for which we have calculated the vibrational spectrum is
OPV-3. As with BDT, the gold contacts are simulated by adding two gold atoms
to either side of the molecule. The results for two charge-state transitions with
gold and one without are shown in figure 6.5. The calculations take two vibra-
tional quanta into account. Comparing the calculations to those on BDT indicates
that the vibrational spectrum of OPV-3 is less sensitive to both the charge state
and the contact geometry. OPV-3 without gold has more modes at lower energies
than BDT and the modes at higher energies are less suppressed when the two gold
atoms are added. Also, the electron-phonon couplings for OPV-3 are smaller than
for BDT (see figure 6.8b). These trends are not unexpected since OPV-3 is a larger
molecule and the atoms will on average be further away from the leads, leading
to a smaller sensitivity to the contact geometry. Also, since OPV-3 is conjugated,
an extra electron will be delocalized over the entire molecule, and the atomic dis-
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FIGURE 6.5: Calculated stability diagram of (a) OPV-3 for two charge-state transitions with (b) & (c)
and without (d) gold. Two vibrational quanta are taken into account (l = 2).
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FIGURE 6.6: (b) Measured and (c) calculated stability diagram of OPV-5. (c) The dodecane side-arms
of the measured molecule (see Fig. 1 in Ref. [8]) are omitted in the calculation and two gold have been
added to either side of the molecule to simulate the presence of the leads.

placements will be smaller, resulting in a smaller electron-phonon coupling. In
the case of OPV-3 we have performed several calculations with different contact
geometries. We find that adding up to 19 gold atoms on either side of the molecule
has no significant effect on the vibrational modes above 20 meV.5

6.3.3 OPV-5
The calculated stability diagram of the third molecule, OPV-5, is shown in Fig 6.6c.
The temperature and coupling parameters in the calculation are fitted to the ex-
periment (Fig. 6.6b). Although we are unable to determine the charge states in the
measurement, the fact that the degeneracy point is the first at a negative gate volt-
age suggests a −1 → 0 transition (see also Fig. 3 in Ref. [8]). In the calculation, the
non-conjugated dodecane sidearms of the measured molecule are omitted. These
arms are not expected to influence the electronic transport and will most likely
only affect the low-energy vibrational modes. As with BDT, the contacts are mod-
eled by adding two gold atoms to either side of the molecule. The calculation takes
two vibrational quantum into account, resulting in nearly half a billion FC factors.

5We have also performed measurements on vibrational excitations in OPV-3. However, broadening of
the lines due to large couplings to the leads has prevented us from obtaining measurements with suf-
ficient resolution to make a quantitative comparison to the calculations possible. The measurements
do show the same trends as the calculations. None of the samples show any excitations above 30 meV,
and only a few below.
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FIGURE 6.7: Measured and calculated vibrational spectrum of OPV-5. All measured excitations in this
energy range are shown (see Fig. 6.6b). The uncertainties in the measured energies are indicated by
horizontal bars. Both the calculations with (red) and without (green) gold take three vibrational quanta
into account.
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FIGURE 6.8: Calculated electron-phonon couplings (λ, see Eq. A.4) for the vibrational modes of the
neutral charge state in the −1 → 0 transition for (a) BDT, (b) OPV-3 and (c) OPV-5. All calculations
include two gold atoms on either side of the molecule to simulate the presence of the leads.
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Fig. 6.7 shows the vibrational spectrum of the neutral charge state in Fig. 6.6c.
This calculation only takes transitions from the vibrational ground state to the ex-
cited state into account. Since this results in fewer Franck-Condon factors, up to
three vibrational quanta can be taken into account. The peaks in the spectrum
correspond to the excitation lines in the calculated stability diagram. In the exper-
imental stability diagram, a background conductance makes it difficult to resolve
all excitation lines at a single color scale, but close inspection reveals 17 modes in
the energy range below 125 meV (see Tab. 1 in Ref. [8] and Fig. 6.7). The energies of
the excitations in the measurement are determined from the bias voltage at which
they cross the diamond edge. Broadening due to the temperature and the leads
introduces an uncertainty, indicated by the horizontal bars in Fig. 6.7.

Fig. 6.7 reveals a close match between the experiment and the calculation with
gold atoms (red line) for the modes between 10 and 80 meV. The calculation shows
several small peaks in this range not observed in the measurement. It should be
noted that in the ME approach, broadening of excitation lines is solely due to tem-
perature. Broadening due to the couplings to the leads is not accounted for.6 Cal-
culations which do take this broadening into account show that these small peaks
are smeared out and the calculation and measurement show the same number of
peaks in the aforementioned range.

The green line in Fig. 6.7 shows the calculation without gold atoms. Compari-
son with the measurement shows a large discrepancy for excitations below 50 meV.
It is clear from this figure that the addition of two gold atoms on either side of the
molecule can already account for most of the influence of the contact geometry on
modes above 10 meV. The charging energy of an OPV-5 molecule in a junction is an
order of magnitude smaller than the difference between the ionization energy and
electron affinity of the molecule in the gas phase [30], probably due to screening
in the leads. While this effect changes the energies of the orbitals, the shape of the
orbitals, and therefore the electron density will remain largely unaffected. Since
the FC factors primarily depend on the difference in electron density between dif-
ferent charge states, we have chosen not to take image charges into account in the
calculations.

The omission of the non-conjugated sidearms from the calculation lowers the
mass of the molecule, which might explain the discrepancy between the calcula-
tion and the measurement for the modes below 10 meV, which involve motions of
the entire molecule. Also, the contact geometry in the measurement is unknown,
so any mode involving a significant distortion of the gold-sulfur bond is expected
to be inaccurate. Like OPV-3, the vibrational spectrum of OPV-5 is less sensitive

6In chapter 3 we show that it is possible to include level broadening in the ME approach. However, for
efficiency reasons we have excluded this from the calculations in this chapter.
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FIGURE 6.9: Molecular structure of the isolated porphyrin derivatives used in the calculations: (a)
ZnEtioI, measured by Qiu et al. [9], and (b) H2TBPP, measured by Dong et al. [10].

to the charge state and contact geometry than BDT and the electron-phonon cou-
plings are smaller (see Fig. 6.8c). As in the case of BDT and OPV-3, the calculation
of OPV-5 predicts the intensity of the excitation lines to be much weaker above
30 meV, than below. This is also observed in the measurement. The intensities
gradually increase for energies up to 30 meV, after which they suddenly drop, a
trend also visible in the electron-phonon couplings. For excitations above 80 meV,
the low intensities make a quantitative comparison between the measurement and
the calculation difficult.

Most of the vibrational modes have electron-phonon couplings below 0.1 and
are not expected to give rise to extra excitation lines when another vibrational
quantum is taken into account. However, the modes at 17 and 27 meV, with cou-
pling strengths of respectively 0.6 and 0.7, are expected to give rise to excitation
lines at 34, 51–54 and possibly 81 meV. These lines are indeed observed in the mea-
surement and the calculation (see Fig. 6.7).

It should be emphasized that in Fig. 6.7 all visible vibrational excitations, for
both the calculation and the measurement, are shown. Comparing the spectrum
to Raman and IR spectroscopy data reveals a close match [8], but the optical spec-
tra predict many more modes not observed in the measurement and calculation.
The calculation predicts only a handful visible excitations out of a total of a 129 vi-
brational modes under 150 meV. Our method is thus able to provide what we might
call ‘selection rules’ for vibrational excitations in single-molecule junctions.

6.4 ELECTROLUMINESCENCE

We will now apply our method to two STM measurements on single porphyrin
derivatives: Zn(II)-etioporphyrin I (ZnEtioI, see Fig. 6.9a) measured by Qiu
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FIGURE 6.10: (a) Sequential tunneling with one charge state (0) and one excited state (0′) in the bias
window. (b) Sequential tunneling with two charge states (0 and 1−) and one excited state (0′) in the bias
window. The horizontal lines represent transitions between many-body states.

et al. [9], and Meso-tetrakis(3,5-diterbutylphenyl)porphyrin (H2TBPP, see Fig. 6.9b)
measured by Dong et al. [10]. It is known that the relative electronic coupling
strengths to the source (STM tip) and drain (substrate) electrodes greatly affect
molecular electroluminescence [31], and in order to suppress quenching due to
the substrate, it is necessary to employ a spacer layer. Qiu et al. have used a thin
Al2O3 film on the NiAl(110) substrate to act as a spacer layer [9]. Although the
electronic coupling to the leads is still highly asymmetric, electroluminescence is
sufficiently enhanced to be observable. Dong et al., on the other hand, have de-
posited several monolayers of H2TBPP, resulting in a nearly symmetric coupling
of the molecule to the leads [10]. Since these measurements investigate similar
molecules in different regimes (asymmetric and symmetric coupling), they pro-
vide a good test case for understanding the physics of single-molecule electrolu-
minescence.7

It is known that plasmons in the substrate and the STM tip can mediate photo-
emission, and, in the case of surface enhanced Raman scattering, this can even be
a powerful spectroscopic tool [34]. However, in order to observe electrolumines-
cence originating solely from a single molecule, the signal from plasmons should
be suppressed as much as possible. In the experiments under discussion, several

7The measurement of Qiu et al. [9] has been previously analyzed by Buker and Kirczenow using the
Lippmann-Schwinger Green’s function scattering technique [32, 33]. However, by employing the ME
approach we can take the entire vibrational spectrum of the molecule into account.



6.4. ELECTROLUMINESCENCE 111

{{6

measures have been taken to this end, including using atomically flat substrates
and tungsten STM tips. Also, in the measurements of Qiu et al., applying a series
of high-voltage pulses between the tip and the substrate seems to make the plas-
mon spectrum smoother [9]. Although an enhancement of the photo-emission
rate due to the STM tip and the substrate probably still exists, the experiments
show that this enhancement is generally rather structureless and does not affect
the shape of the spectra. Moreover, control measurements in both groups show
that the electroluminescence intensity of the bare surface is much weaker than
that of the molecules [9, 10]. We will therefore ignore the effect of plasmons from
now on.8

Before applying our method to the ZnEtioI and H2TBPP porphyrin derivatives,
let us first consider a few simple situations which can be solved analytically. We will
ignore vibrational excitations for the moment. In Fig. 6.10(a), the 0 and 0′ states are
in the bias window and available for transport, while the 1− state remains unoccu-
pied. In Fig. 6.10(b), also the 1− state is available. In both cases we assume the
electronic and electrostatic couplings to the leads to be equal for all states, and the
temperature to be low enough for the Fermi functions to be either 1 or 0. Since
both ZnEtioI and H2TBPP have a (nearly) degenerate LUMO, we double the multi-
plicities of the states involving the LUMO, resulting in the following 5 states: 21+,
10, 60′, 20′, and 41−. As a final approximation, we assume the photo-emission rate
to be much smaller than the charging and discharging rates. It will therefore have
a negligible effect on the occupation probability of the singlet excited state and
can be omitted from the master equation. Since the rates for the singlet and triplet
excited states are now equal, they can be combined into one excited state 80′, pro-
vided they are both in the bias window, leaving only four states to consider: 21+,
10, 80′, and 41−.

In the case of Fig. 6.10(a), where the 41− state can be ignored, the rate matrix
is:

W = 1

ħ



−5ΓS 2ΓD ΓD

ΓS −2ΓD 0
4ΓS 0 −ΓD


 , (6.4)

resulting in the stationary occupation probability

P = 1

9ΓS +2ΓD




2ΓD

ΓS

8ΓS


 . (6.5)

8See Ref. [35] for how to include the effects of localized surface plasmons in the rate equation method.
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The current is given by (see Eq. 3.50)

I = e

ħΓS5P1+ = e

ħ
10ΓSΓD

9ΓS +2ΓD
, (6.6)

and the electroluminescence intensity by

L = 1

4

ΓE

ħ P0′ =
1

ħ
2ΓSΓE

9ΓS +2ΓD
, (6.7)

where ΓE = ħWE, and the factor 1
4 is due to the fact that only the singlet, i.e., one

quarter of the states in 80′, can emit a photon. This equation shows that electrolu-
minescence can indeed be quenched when the coupling to the drain is too large.
The quantum yield is then

Q = e
L

I
= 1

5

ΓE

ΓD
. (6.8)

In the case of Fig. 6.10(b), where also the 41− state is available, the rate matrix
is:

W = 1

ħ




−5ΓS 2ΓD ΓD 0
ΓS −4ΓS −2ΓD 0 ΓD

4ΓS 0 −ΓS −ΓD 2ΓD

0 4ΓS ΓS −3ΓD


 , (6.9)

resulting in the stationary occupation probability

P = 1

(4ΓS +ΓD) (ΓS +2ΓD)




2Γ2
D

ΓSΓD

8ΓSΓD

4Γ2
S


 . (6.10)

The current is now given by

I = e

ħΓS (5P1+ +4P0 +P0′ )

= e

ħ
2ΓSΓD (6ΓS +5ΓD)

(4ΓS +ΓD) (ΓS +2ΓD)
, (6.11)

and the electroluminescence intensity by

L = 1

4

ΓE

ħ P0′ =
2ΓSΓDΓE

(4ΓS +ΓD) (ΓS +2ΓD)
, (6.12)

resulting in a quantum yield of

Q = ΓE

6ΓS +5ΓD
. (6.13)
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FIGURE 6.11: (a) Measured conductance of six separate single ZnEtioI molecules (A–F) and the oxide
surface (from Qiu et al. [9]). (b) Calculated conductance of molecule A. The electronic coupling is highly
asymmetric (ΓS = 0.637 µeV, ΓD = 10 meV), and T = 77 K.

Comparing Eq. 6.8 and 6.13 shows that the availability of a second charge state in
the bias window changes the quantum yield by a factor of ΓD

1.2ΓS+ΓD
, i.e., it always

decreases, with the magnitude of the change being determined by the asymmetry
in the coupling. Although the expression for the change in the quantum yield de-
pends on the particular multiplicities of the states involved, this is a general result,
and can be easily understood. The availability of the second charge state provides
a new non-radiative path for the excited state to decay (via the tunneling of an
electron onto the partially occupied HOMO). This will decrease the probability of
the molecule to be in the excited state, and therefore decrease the electrolumines-
cence. At the same time, the extra charge state also provides what is effectively an
extra conductance channel, thereby increasing the current. Both effects decrease
the quantum yield.

6.4.1 ZNETIOI
The equilibrium configuration of the ZnEtioI molecule obtained from DFT cal-
culations is shown in Fig. 6.9a, where the S4 ‘saddle shape’ structure of the iso-
lated molecule is in agreement with the STM topography analysis of Qiu et al. [36].
Fig. 6.11 shows the measured and calculated conductance of the molecule in a
STM junction. Qiu et al. have measured the conductance of six separate single
ZnEtioI molecules (A–F in Fig. 6.11a), of which only A and B were observed to lu-
minesce. These molecules have in common that their conductance plots show two
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FIGURE 6.12: (a) Measured electroluminescence spectrum of ZnEtioI as a function of bias voltage
(from Qiu et al. [9]). (b) Calculated spectrum as a function of bias voltage (77 K, assuming instanta-
neous vibrational relaxation). (c) Calculated current dependence of the 790 nm peak intensity at 2.35 V.
Compare to the inset in (a).
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(a) (b) 1319 cm−1

(c) 1337 cm−1 (d) 1614 cm−1

FIGURE 6.13: (a) Calculated change in the Coulomb potential felt by the ZnEtioI nuclei due to the
emission of a photon. (b)–(d) The three most important vibrational modes responsible for the peaks
around 900 nm in Fig. 6.12b. The motions of the nuclei can be directly related to the potential gradients
in (a).
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peaks within the bias window. This is consistent with the ME model, since both the
HOMO and the LUMO have to be within the bias window for electroluminescence
to be possible, and each will give rise to a peak in the conductance. The calculated
conductance for molecule A is shown in Fig. 6.11b. Since only broadening due to
temperature is taken into account in our approach, and not due to the coupling to
the leads, the calculated conductance peaks are much sharper than the measured
peaks. It is striking that the relative peak heights of the HOMO and the LUMO are
nearly identical to the measurement, even though the HOMO and LUMO are as-
sumed to couple equally to the leads in the calculation. The difference in peak
height is caused solely by the degeneracy of the LUMO and the multiplicity of the
excited state.

The measured and calculated bias-voltage and current dependence of the elec-
troluminescence spectrum is shown in Fig. 6.12. The gradual increase of the photo-
emission intensity at higher bias voltages in the measurement is not clearly repro-
duced in our calculation, since level broadening is not taken into account. Com-
parison of the calculated spectrum to the measurement, on the other hand, shows
good agreement. Both spectra show several small side-peaks beyond the main
peak at 790 nm and a series of peaks around 900 nm. The temperature of the ex-
perimental setup (77 K) makes the identification of individual vibrational modes
difficult, but the calculation indicates that only a few of the 213 modes are active
in the electroluminescence (see Fig. 6.13). The peak at 790 nm is dominated by
the vibrational ground state to ground state transition, while the peaks at 900 nm
consist of a handful of modes involving pyrrole breathing and twisting modes and
rotations of the methyl/ethyl side-groups. The most important modes can be seen
in Fig. 6.13b–d. The reason for these modes to be active in the electroluminescence
spectrum becomes clear when looking at the change in the Coulomb potential due
to the emission of a photon (Fig. 6.13a). This change is defined as the change in the
electrostatic potential felt by the nuclei due the difference in the electron charge
density between the ground state and the excited state. The gradient of the poten-
tial, and therefore the force, is largest where the potential suddenly changes sign
(between the red and blue areas in Fig. 6.13a). Comparing the potential gradient
with the most important vibrational modes shows that those atoms move which
are close to a large potential gradient.

Compared to the measurement, the peaks at 900 nm are lower with respect to
the main peak at 790 nm than they are in the measurement. This may in part be
caused by the electroluminescence background due to the NiAl substrate around
that wavelength, or a varying sensitivity of the CCD camera in the spectral range,
but is most likely mainly caused by the limited number of vibrational quanta taken
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into account in the calculation,9 resulting in the transitions at higher wavelengths
to be under-represented in the spectrum.

In a different measurement, Qiu et al. report observing equidistant vibrational
features with a peak spacing of 40±2 meV (Fig. 5C in Ref. [9]). They suggest these
peaks are possibly higher harmonics of the same vibrational mode. In the cal-
culation however, none of the vibrational modes has a sufficiently large electron-
phonon coupling10 to produce such a ladder. The calculation does show a series
of different vibrational modes with a non-zero electron-phonon coupling spaced
approximately 40 meV apart.

Besides a dependence on the voltage, Qiu et al. [9] also find a linear depen-
dence of the photon count on the current (see the inset in Fig. 6.12a). This linear
dependence is reproduced in our calculations (Fig. 6.12c) and can be easily under-
stood. In the case of asymmetric couplings, where the source electrode (STM tip)
is much more weakly coupled than the drain (substrate), the average occupation
of the excited state is nearly zero: it will take a long time for an electron to tun-
nel onto the molecule, but once it is there, it will tunnel off almost immediately.
The coupling of the source electrode (ΓS) can be varied by changing the vertical
position of the STM tip. This changes both the current through the molecule and
the photo-emission rate, as the latter is directly proportional to the average occu-
pation of the excited state. Since the ratio between the photo-emission rate and
the electron transmission rate is independent of ΓS (≈ 1

5
ΓE
ΓD

, this results in a linear
dependence of the photon count on the current. Note that linearly changing the
current by varying ΓS is only possible when ΓS ¿ ΓD.

6.4.2 H2TBPP
In the measurements of Dong et al. [10], the molecule is coupled almost symmet-
rically to the leads. The equilibrium configuration of the H2TBPP molecule used
in the calculation is shown in Fig. 6.9(b). The C2v conformation, and in particular
the angle between the porphyrin center and the four side-groups, is in agreement
with the STM measurements of Jung et al. [37].

9The number of Franck-Condon factors scales with
(n+l

l

)2
[1], where n is the number of vibrational

modes (213 in the case of ZnEtioI, 516 in the case of H2TBPP) and l is the number of vibrational quanta
(see appendix A). Memory constraints limit the number of vibrational quanta that can currently be
taken into account to at most two. This is enough to produce all the peaks in the spectra, but the
omission of the vast number of low-intensity higher-order transitions causes the lower energy part of
the spectrum to be under-represented.

10The dimensionless electron-phonon coupling of vibrational mode i is defined to be λi = ki

√
ωi
2ħ [1,

23], where ki is the mass-weighted contribution of the mode to the displacement of the nuclei due
to the transition, and ωi is the frequency (see Eq. A.4).
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FIGURE 6.14: (a) Measured electroluminescence spectrum of H2TBPP at positive and negative bias
(from Dong et al. [10]). (b) Calculated electroluminescence spectrum (assuming instantaneous vi-
brational relaxation). The electronic coupling is nearly symmetric (ΓS = 16.4 µeV, ΓD = 4.8 µeV), and
T = 300 K.

The measured and calculated electroluminescence spectra at positive and neg-
ative bias are shown in Fig. 6.14. Note that electroluminescence at both positive
and negative bias is only expected when the molecule is (nearly) symmetrically
coupled to the leads (see below). The small asymmetry in the coupling causes the
photon count at negative bias to be approximately half that at positive bias. As in
the measurement of Qiu et al. [9], the spectrum consists of a main peak around
658 nm, corresponding to the vibrational ground state to ground state transition,
and then another peak at around 723 nm. As with the ZnEtioI calculation, the
lower-energy transitions are somewhat under-represented in the calculated spec-
trum. The temperature of the experimental setup (300 K) again makes the iden-
tification of individual modes impossible, but the calculation predicts only a few
active modes around the energy of the peak at 723 nm. These correspond to pyr-
role breathing and twisting modes — explaining why spectra of the two molecules
are so similar — and to rotations of the side-groups (see Fig. 6.15).

The measured and calculated quantum yields as a function of the bias voltage
are shown in Fig. 6.16. The difference in absolute magnitude between the mea-
surement and the calculation is due to the unknown detection efficiency in the
measurement, which is taken to be a 100% in the calculation. In both the mea-
surement and the calculation, the quantum yield is zero until an excited state be-
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(a) (b) 1530 cm−1

(c) 1612 cm−1 (d) 1625 cm−1

FIGURE 6.15: (a) Calculated change in the Coulomb potential felt by the H2TBPP nuclei due to elec-
troluminescence from the LUMO. The potential change for the LUMO+1 is similar, but rotated by 90
degrees. (b)–(d) The three most important vibrational modes responsible for the peaks around 723 nm
in Fig. 6.14b.



{{6

120 6. VIBRATIONAL EXCITATIONS IN THE WEAK COUPLING REGIME

0

2

4

-4 -2 0 2 4

Q
u

an
tu

m
yi

el
d

(1
0−

4
)

Bias (V)

(a) (b)

FIGURE 6.16: (a) Measured quantum yield of H2TBPP as a function of bias voltage (from Dong et
al. [10]). (b) Calculated quantum yield, assuming a 100 % detection efficiency of the emitted photons.
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FIGURE 6.17: Calculated current dependence of H2TBPP at positive and negative bias. The current is
varied by changing the electronic coupling to the STM tip.
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FIGURE 6.18: High energy part of the calculated electroluminescence spectrum of H2TBPP at 2.5 V as
a function of the vibrational relaxation time. T = 15 K for clarity, the other parameters are the same as
in Fig. 6.14b. Note the appearance of peaks at around 600 nm, to the left of the main peak, when the
vibrational relaxation time becomes comparable to the electron transmission rate.

comes available in the bias-voltage window.11 It then increases until a maximum
is reached when all vibrationally excited states have become available. As noted
above, the quantum yield depends on ΓD, and not on ΓS. Since going from positive
to negative bias effectively means switching ΓD and ΓS, the maximum value of the
quantum yield changes by a factor of ΓS

ΓD
, and is therefore directly proportional to

the asymmetry in the electronic coupling.
In the measurement, the quantum yield drops when the bias exceeds 3.5 V,

which is attributed to damage to the molecules in Ref. [10]. This can, however,
also be explained by the appearance of another charge state in the bias window,
which changes the quantum yield by a factor of ΓD

1.2ΓS+ΓS
. With approximately equal

couplings to the source and drain (ΓS ≈ ΓD), the quantum yield is reduced by about
50% (as is the case in Fig. 6.16b). However, with very asymmetric, couplings (ΓS ¿
ΓD), as is the case in the measurement of Qiu et al. [9], the reduction is expected to
be unobservable.

Dong et al. [10] do not report on the current dependence of the photon count.12

However, in the case of symmetric coupling, a linear dependence of the photon

11Dong et al. [10] also observe electroluminescence at bias voltages below the photon energy. This is
may be due to higher-order processes, which are not taken into account in the rate-equation for-
malism [38]. However, Tian et al. [35] show that it may also be caused by thermally assisted electron
tunneling due to the broad Fermi distribution at 300 K.

12The current dependence of the electroluminescence of H2TBPP in a different experiment is reported
in Ref. [39]. This measurement shows a linear current dependence at positive bias. For negative bias
voltages, no current dependence is shown.
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count on the current, by varying ΓS with the STM tip, is still expected at positive
bias (see Fig. 6.17). At negative bias, on the other hand, varying the position of
the STM tip equals changing ΓD, resulting in a decrease of the photon count with
increasing current, albeit at a lower rate. This is a direct result of the dependence
of the quantum yield on ΓD via Q ≈ 1

5
ΓE
ΓD

.
Since vibrational relaxation is several orders of magnitude faster than photo-

emission (which is of the order of 10−6 s in the measurements and calculations
under discussion), it is assumed in standard fluorescence measurements that the
molecule is always in the vibrational ground state before emitting a photon, al-
though at finite temperatures the lowest vibrational excitations can still be occu-
pied, e.g., as observed in anti-Stokes scattering. In transport measurements, how-
ever, even the higher vibrationally excited states are continuously repopulated by
new electrons from the leads. When the electron transmission rate becomes of the
order of the photo-emission rate, vibrational relaxation will not always take place
before the electron leaves the excited state. It is therefore the ratio between the
vibrational relaxation rate and the electron transmission rate, not just the photo-
emission rate, that determines the spectrum. This can be seen in Fig. 6.18, where
we have plotted the high energy part of the emission spectrum of H2TBPP for dif-
ferent values of the vibrational relaxation time. Peaks start appearing to the left
of the main peak, i.e., at higher energies, as soon as the vibrational relaxation rate
becomes comparable to the electron transmission rate (at around 10−10 s). This
effect may be present in the electroluminescence spectrum measured by Dong et
al. [10] (see Fig. 6.14a), where such a peak can be seen at around 40 nm to the left
of the main peak.

6.5 CONCLUSIONS

In conclusion, we have shown that a computationally efficient method — all cal-
culations have been performed on commodity hardware — based on the mas-

ter equation approach is able to obtain good agreement with the measured vi-
brational spectra of three different molecules. We find that the spectrum of a
single-molecule in a junction is sensitive to both the charge state and the con-
tact geometry, although this influence becomes smaller for larger molecules. Con-
trary to Raman and IR spectroscopy, calculations can take these influences into
account, provide ‘selection rules’ and predict the relative intensity of excitation
lines in transport measurements. Our calculations also show that it is necessary
to take more than one vibrational quantum into account for small molecules, but
that due to decreasing electron-phonon couplings this becomes less important for
larger molecules.

In the case of electroluminescence, our method reproduces the measured bias-
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voltage and current dependence of the spectra for both symmetric and asymmetric
couplings and provides an explanation for the suppression of the quantum yield
at high bias. Although in the measurement of Dong et al. [10] this suppression
may have been caused by damage to to molecules [10], a significant reduction in
the quantum yield is expected in general for every (nearly) symmetrically coupled
single-molecule junction in the sequential tunneling regime.

Additionally, we have shown that vibrational relaxation rates become impor-
tant when they are comparable to the electron transmission rate, giving rise to
peaks in the spectra at higher energies higher than the HOMO-LUMO gap. How-
ever, a detailed study of this effect requires a more sophisticated model for vibra-
tional relaxation, since a single relaxation time for all vibrational modes is only a
sufficiently accurate approximation when relaxation is either much faster or much
slower than all other rates.
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7
VIBRATIONAL EXCITATIONS IN

THE STRONG COUPLING REGIME

In this chapter we explore the effect of vibrational excitations on the current-voltage
characteristics of strongly coupled molecules. By combining the mean-field Green’s
function method developed in chapter 2 with ab initio calculations, we are able to
obtain the vibrational spectrum of a prototypical molecular wire in the inelastic
electron tunneling spectroscopy regime. Comparison with measurements and pre-
vious calculations shows excellent agreement. Moreover, we provide approximate
selection rules for vibrational excitations in the this regime. The differences between
these and the selection rules for the weak coupling regime obtained in chapter 6 are
discussed in detail.
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7.1 INTRODUCTION

Some of the first molecules studied in single-molecule junctions were the (con-
jugated) oligophenylenevinylene (OPV, see also chapter 6) and oligophenylene-

ethynylene (OPE) derivatives [1–3]. Together with (non-conjugated) alkanes these
are the prototypical molecular wires. When these molecules are strongly coupled
to the leads, as is often the case in scanning tunneling microscopes and mechani-
cal break junctions, it is possible to measure the vibrational spectrum with inelas-
tic electron tunneling spectroscopy (IETS) [3–5]. In this regime, the method devel-
oped in chapter 6 is not applicable, but by combining the mean-field Green’s func-
tion method developed in chapter 2 with ab initio density functional theory (DFT)
we are able to calculate the IETS spectrum of OPE-3, obtaining excellent agree-
ment with measurements. As in chapter 6, a detailed study of both the theoretical
method and the resulting spectra enables us to formulate approximate selection
rules for vibrational excitations. However, in the IETS regime these are markedly
different from weak coupling regime.

7.2 METHOD

In the mean-field approximation (see chapter 2), the Hamiltonian of an isolated
molecule is given by

Hσ = εσ+
〈
Σ̂C
σ

〉+τσ, (7.1)

where εσ is a diagonal matrix containing the energy of the isolated single-particle
states, or orbitals, with spinσ,

〈
Σ̂C
σ

〉
is a diagonal matrix describing the average ca-

pacitive interactions between the orbitals, and τσ describes the coupling between
the orbitals. There is no coupling between orbitals with different spin. From this
Hamiltonian we obtain the retarded Green’s function of the molecule in a junction
via (Eq. 2.182)

G+
σ(ε) =

(
ε1−Hσ−

∑
α
Σασ(ε)

)−1

, (7.2)

where Σασ(ε) is self-energy describing the coupling to lead α. The elastic transmis-
sion through the junction can now be calculated with (Eq. 2.140)

Tσ(ε) = Tr
{
ΓL
σ(ε)G+

σ(ε)ΓR
σ(ε)G−

σ(ε)
}

,

where ΓL
σ(ε) =−2Im

{
ΣL
σ(ε)

}
is the imaginary part of the self-energy of the left lead

and similarly for the right lead. G−
σ(ε) is the advanced Green’s function, which, in

matrix form, is equal to
(
G+
σ(ε)

)†.



7.2. METHOD 129

{{7

For the calculations in this chapter, the Hamiltonians of both the extended
molecule1 and the leads are obtained from the Amsterdam Density Functional
(ADF) quantum chemistry package [6, 7]. The Green’s functions and self-energies
are then calculated with the non-self-consistent Green’s function approach (see
appendix C). In this approach the Hamiltonian of the isolated extended molecule
is calculated with ADF. Only during the evaluation of the Green’s function is the
self-energy due to the coupling with the bulk electrodes included. In general, this
coupling will affect the Hamiltonian of the molecule, but if a sufficiently large part
of the electrodes is included in the extended molecule, it will be a small effect.
However, since this method is only applicable at zero bias. For metallic electrodes,
the bias voltage drop will be across the molecule, so a finite bias will have a strong
influence on the Hamiltonian no matter how many layers of the electrodes are in-
corporated into the extended molecule. We can therefore only calculate the low-
bias conductance.

In the IETS regime, vibrational excitations give rise to an inelastic contribution
to the transmission, which, for electrons traveling from left to right, is given by
Eq. 2.189 [8, 9]

T L→R
inel

(
ε,ε′

)= Tr
{
ΓL(ε)G+

inel

(
ε′′

)
ΓR (

ε′
)

G−
inel

(
ε′′

)}
,

where
ε′′ = ε+

∑

j
n jħω j = ε′+

∑

j
n′

jħω j ,

and G+
inel(ε) is the inelastic part of the retarded Green’s function:

G+
inel

(
ε, q j

)= q j

(
dG+(ε, q)

dq j

)

q=0

=G+
el(ε)q j

(
dH(q)

dq j

)

q=0

G+
el(ε).

These Green’s functions can be easily evaluated numerically. We simply displace
the atoms by a small amount in the direction of the normal coordinate q j and
calculate the resulting change in H . We can then calculate the contribution to the
zero-bias inelastic transmission for every vibrational mode by evaluating Eq. 2.189
at ε= εF +ħω j , ε′ = ε′′ = εF, where εF is the Fermi energy of the leads.2 The relative
importance of the different vibrational modes can be expressed as a dimensionless

1The NEGF formalism developed in chapter 2 depends on the assumption that the leads are non-
interacting and therefore not influenced by the molecule. This is not a good approximation for the
surface atoms of the leads. In practice, calculations therefore usually incorporate the first few layers
of the leads into an extended molecule, which is then coupled to bulk electrodes (see appendix C).

2Here we assume the molecule to be in the vibrational ground state. The electron coming from the left
electrode has an energy εF+ħω j , of which ħω j is transferred to the molecule so that it ends up on the
right electrode with energy εF. See also Eq. 2.190.
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quantity by dividing the contribution to the inelastic transmission by the elastic
transmission:

Rσ(ε) ≡ Tinel(ε)

Tel(ε)
. (7.3)

7.2.1 THE HYDROGEN MOLECULE
To illustrate these equations, we will first analyze a two-level system with one vi-
brational mode, i.e., a hydrogen molecule. When the nuclei are at their equilibrium
positions, the mean-field Hamiltonian is given by (see section 2.4.2):

H = ε0d̂ †
1 d̂1 +ε0d̂ †

2 d̂2 +ħω
(
b̂†b̂ + 1

2

)
+

(
τ+λ

(
b̂† + b̂

))
d̂ †

1 d̂2 +h.c., (7.4)

where we have dropped the spin-suffix σ for the moment. In the wide-band limit,
where the first atom is coupled to the left electrode and the second to the right
electrode, both with self-energy Σ+ =− i

2Γ, the elastic Green’s function (at q = 0) is
given by

G+
el(ε) = 1

(
ε−ε0 + i

2Γ
)2 −τ2

(
ε−ε0 + i

2Γ −τ
−τ ε−ε0 + i

2Γ

)
. (7.5)

The elastic transmission is therefore given by (Eq. 2.140):

Tel(ε) = Tr
{
ΓLG+

el(ε)ΓRG−
el(ε)

}

= Γτ

(ε−ε0 +τ)2 + (
Γ
2

)2

Γτ

(ε−ε0 −τ)2 + (
Γ
2

)2

≈
(

Γτ

(ε−ε0)2 −τ2

)2

, (7.6)

where, in the last step, we have made use of the fact that these expressions are only
applicable in the off-resonance regime (|ε−ε0 ±τ|À Γ).

Using Eq. 2.172, we have

(
dH(q)

dq

)

q=0
=

√
2ω

ħ λd̂ †
1 d̂2 +h.c. (7.7)

We therefore get for the inelastic Green’s function:

G+
inel(ε) = q

√
2ω

ħ λ
1

((
ε−ε0 + i

2Γ
)2 −τ2

)2

(
−2τ

(
ε−ε0 + i

2Γ
) (

ε−ε0 + i
2Γ

)2 +τ2

(
ε−ε0 + i

2Γ
)2 +τ2 −2τ

(
ε−ε0 + i

2Γ
)
)

,

(7.8)
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resulting in the following expression for rhe elastic transmission (Eq. 2.189):

Tinel(ε) = Tr
{
ΓLG+

inel(ε)ΓRG−
inel(ε)

}

= 2ω

ħ λ2Γ2 (ε−ε0)2 + (
Γ
2 +τ)2

(
(ε−ε0 +τ)2 + (

Γ
2

)2
)2

(ε−ε0)2 + (
Γ
2 −τ)2

(
(ε−ε0 −τ)2 + (

Γ
2

)2
)2

≈ 2ω

ħ λ2Γ2

(
(ε−ε0)2 +τ2

(
(ε−ε0)2 −τ2

)2

)2

. (7.9)

The relative importance of the vibrational modes is now given by Eq. 7.3:

R(ε) = Tinel(ε)

Tel(ε)

= 2ω

ħ
λ2

τ2

(ε−ε0)2 + (
Γ
2 +τ)2

(ε−ε0 +τ)2 + (
Γ
2

)2

(ε−ε0)2 + (
Γ
2 −τ)2

(ε−ε0 −τ)2 + (
Γ
2

)2

≈ 2ω

ħ
λ2

τ2

(
(ε−ε0)2 +τ2

(ε−ε0)2 −τ2

)2

≈ 2ω

ħ
λ2

τ2 . (7.10)

Note that far from resonance, this ratio does not depend on the energy difference
|ε−ε0| [8].

7.2.2 TUNNEL COUPLINGS
Eq. 7.4 can be written as

H = ε(q)+τ(q), (7.11)

where (see Eq. 2.168)

εi ,i ′ (q) = δi ,i ′ε0d̂ †
i d̂i ′ + 1

2ω
2q̂2 + 1

2 p̂2, (7.12)

and

τi ,i ′ (q) = (
1−δi ,i ′

)
(
τ+

√
2ω

ħ λq̂

)
d̂ †

i d̂i ′ . (7.13)

Since ε(q) is O
(
q2

)
, we have (

dH

dq

)

q=0
= dτ

dq
. (7.14)

It is therefore the influence of nuclear displacements on the tunnel couplings τ
that primarily affects the inelastic transmission.
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Molecular junctions in the strong-coupling regime generally contain conju-
gated molecules. A conjugated molecule is a molecule containing a series of over-
lapping p-orbitals, allowing the delocalization of π-electrons over (almost) the en-
tire molecule. One way to achieve conjugation is via a series of alternating single
and double bonds in the carbon backbone. These molecules prefer to be planar.
If we take the convention that the molecule is in the x y-plane, the p-orbitals re-
sponsible for the π-bonds are the ones perpendicular to the plane, i.e., the pz -
orbitals. Since delocalization allows the π-electrons to travel freely through the
molecule, conjugated molecules tend to have a high conductance. The coupling
to the leads is strongest for those orbitals that hybridize with the orbitals on the
leads. We therefore expect the self-energy to couple primarily to the p-orbitals. If
this is the case, then it is the elements of τ corresponding to the p-orbitals that
determine the transmission of the molecule. The 2pz -orbital is given by

φ2pz (x, y, z) =
√
α5

π
ze−α

p
x2+y2+z2

. (7.15)

If we take the x-axis to be the axis connecting two neighboring atoms separated by
a distance d , we have

τ∼
∫

dx
∫

dy
∫

dzφ2pz (x, y, z)φ2pz

(
x +d +qx , y +qy , z +qz

)
, (7.16)

where qz , qy and qz are the nuclear displacements of a vibrational mode. The
symmetry of the orbitals ensures that

dτ

dqy
=O

(
q2

y

)
,

dτ

dqz
=O

(
q2

z

)
, (7.17)

but
dτ

dqx
=O

(
qx

)
, (7.18)

i.e., displacements along the axis connecting two atoms have the largest influence
on the coupling. It is therefore vibrational modes involving the stretching of π-
bonds that are expected to be dominant in the IETS spectrum.

7.3 OPE-3

We will now look in detail at the IETS spectrum of a typical conjugated molecu-
lar wire: the oligophenyleneethynylene derivative OPE-3 [1, 3] (see Fig. 7.1).

The molecule contains three phenyl rings bridged by two ethynyl groups and is
capped with thiol anchoring groups to provide good coupling to the leads. Since
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SH SH

FIGURE 7.1: Chemical structure of the thiol-capped oligophenyleneethynylene derivative OPE-3.

(a) Bridge site (b) Hollow site

0 100 200 300 400

Energy (meV)

Bridge site
Hollow site

(c)

FIGURE 7.2: Calculated vibrational spectrum of OPE-3 in the IETS regime the (a) bridge-site and (d)
hollow-site configuration. The peaks in (c) have been broadened by 77 K for clarity. The vibrational
modes corresponding to the four largest peaks of the bridge-site configuration (red line) are shown in
Fig. 7.3.
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(a) 49 meV (b) 130 meV

(c) 193 meV (d) 272 meV

FIGURE 7.3: The four dominant vibrational modes in the IETS spectrum of OPE-3 in the bridge-site
configuration (see Fig. 7.2). The modes involve the stretching of (a) the ethynyl C−C bond, (b) the C−S
bond, (c) the phenyl C−−C bond, and (d) the ethynyl C−−−C bond.

FIGURE 7.4: Measured IETS spectrum of OPE-3 (from Kushmerick et al. [3]).
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we expect the contact geometry to have a strong influence on the conductance,
we have studied two configurations: the bridge-site configuration, where the thiol
groups bind to two gold atoms and we have relaxed the molecular configuration
(see Fig. 7.2a), and the hollow-site configuration, where the molecule is perpen-
dicular to the surface and the thiol groups bind to three gold atoms in a tetrahedral
configuration (see Fig. 7.2b). For both configurations, the extended molecule used
for the transport calculations includes 27 gold atoms of the leads on either side.
This corresponds to three atomic layers, which should provide sufficient screening
from the bulk electrodes.

The calculated IETS spectrum for both configurations is shown in Fig. 7.2c.
The spectrum is constructed by broadening the peaks obtained from Eq. 7.3 at
the Fermi energy by 77 K for clarity. Both spectra show several peaks below 50
meV, but only the bridge-site configuration (red line) has a peak at 49 meV. Above
100 meV the two spectra are similar, each showing three peaks around 135, 200
and 275 meV, although the peak around 135 meV is weaker in the hollow-site con-
figuration (green line). The vibrational modes corresponding to the four largest
peaks in the bridge-site configuration are shown in Fig. 7.3. With the exception
of the mode at 49 meV, these are also the modes responsible for the peaks in the
hollow-site configuration.

A close look at the nuclear displacements in Fig. 7.3 reveals that the dominant
vibrational modes all involve the stretching of π-bonds: the ethynyl C−C bond at
49 meV, the C−S bond at 130 meV, the phenyl C−−C bond at 193, and the ethynyl
C−−−C bond at 272 meV. Note that modes involving stronger bonds appear at higher
frequencies, as would be expected. As the mode at 130 meV involves the thiols,
we would expect this mode to be primarily affected by the contact geometry, and
indeed it is more dominant in the bridge-site than in the hollow-site configuration.
However, this is a little misleading, as Fig. 7.2c shows the ratio of the inelastic and
elastic transmissions (Eq. 7.3). The actual contribution of the mode at 130 meV
to the inelastic transmission is nearly the same for both configurations, but the
elastic transmission is three times larger for the hollow-site configuration than for
the bride-site, leading to a lower ratio for the former. Why the mode at 49 meV only
appears in the bridge-site configuration is unclear at present.

Comparison of the calculated spectrum to the measurement by Kushmerick et
al. [3] (see Fig. 7.4) and previous calculations by Paulsson et al. [10] shows excellent
agreement. Both the calculation and measurement show three dominant peaks
above 100 meV with the same relative intensity. Kushmerick et al. assign the peak
at 274 meV to the C−−−C bond stretch (Fig. 7.3d) and the peaks at 138 and 196 meV
to phenyl breathing modes (Fig. 7.3b & c). These are the same modes obtained
from the calculation, although we ascribe the peaks in the spectrum to the C−S
and C−−C bond stretches resulting from the phenyl breathing mode rather than to
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(a)

0

1

2

0 50 100

λ

Energy (meV)

Electron-phonon coupling
Franck-Condon spectrum

(b)

FIGURE 7.5: (a) Geometry of the molecule used in the Franck-Condon (FC) calculation. Two gold
atoms have been added to either side of the molecule to simulate the presence of the leads. The red
and blue lines are equipotential lines corresponding to the difference in the Coulomb potential be-
tween the neutral and the charged molecule. (b) Calculated electron-phonon couplings (green lines)
and FC spectrum (red line) of OPE-3 in the weak coupling regime. The FC spectrum contains all transi-
tions involving four vibrational quanta from the vibrational ground state of the neutral molecule to the
vibrationally excited states of the charged molecule. As in Fig. 7.2, the spectrum has been broadened
by 77 K for clarity.

the breathing mode itself.

The measured and calculated IETS spectra of OPE-3 are markedly different
from measured and calculated spectra of the similar OPV molecules in the weak
coupling regime studied in chapter 6. For comparison, we have calculated the
electron-phonon coupling λ and Franck-Condon (FC) spectrum for OPE-3 in the
weak coupling regime (see Fig. 7.5). The result bears no resemblance to the IETS
spectrum in Fig. 7.2. Only the modes below 50 meV give rise to a large electron-
phonon coupling, while almost nothing is visible above 50 meV. This can be un-
derstood by looking at the definition of λ in the weak coupling regime (Eq. 3.63 in
section 3.5.1 and Eq. A.4 in appendix A). The charging and discharging of a weakly
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coupled molecule causes a displacement of the nuclei from one equilibrium posi-
tion to the other. Only those normal modes whose nuclear displacements mimic
the change in the equilibrium positions will contribute to the vibrational spec-
trum.3

For a conjugated molecule, where the electrons in the HOMO and LUMO are
delocalized over the entire molecule, the change in the charge density due to the
addition or removal of an electron tends to result in a slight expansion or con-
traction of the entire molecule. This can be see in Fig. 7.5a, where we have plot-
ted the difference in the Coulomb potential between the neutral and the charged
molecule. The vibrational modes excited by such a transition will therefore pre-
dominantly be those modes whose displacements involve the entire molecule, and
not just certain subgroups or particular bonds, i.e., those modes where the entire
molecule stretches or bends. These modes have long wavelengths and low ener-
gies, so typically only modes below 50 meV give rise to a non-zero electron-phonon
coupling. This is clear in the case of OPE-3 (Fig. 7.5), but also for benzenedithiol
and the OPV derivatives (see Fig. 6.8 in chapter 6).

In the IETS regime, on the other hand, the molecules are strongly coupled to
the leads and the current is dominated by elastic off-resonance transport. The
charge of the molecule does not change by integer multiples of e during trans-
port, but stays approximately constant. The assumption is that electrons traverse
the junction too quickly for the nuclei to reach a new equilibrium position. As the
transmission depends on the electronic coupling of consecutiveπ-bonds, changes
in the coupling constants due to the stretching of particular bonds will the domi-
nant mechanism behind features in the IETS spectrum.

7.4 CONCLUSIONS

In conclusion, we have shown that zero-bias mean-field Green’s function method
can be used to calculate the IETS spectrum of a single-molecule junction. Com-

parison of calculations on OPE-3 with measurements and previous calculations
shows excellent agreement. As expected from theoretical arguments, the domi-
nant modes in the spectrum all involve the stretching of the π-bonds responsi-
ble for conductance, a trend which can be used as a selection rule for vibrational
modes in the IETS regime. This result stands in marked contrast to the selec-
tion rules in the weak coupling regime, where it is predominantly the low-energy
modes which are responsible for the vibrational spectrum.

3Mathematically, we transform the Cartesian 3N -vector containing the nuclear displacements to the
basis of the normal modes. This is the Duschinsky transformation discussed in appendix A. The
electron-phonon coupling of a particular normal mode is directly proportional to the contribution
of that mode in the new basis (see Eq. A.4).
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8
AN ALL-ELECTRIC

SINGLE-MOLECULE MOTOR

Many types of molecular motors have been proposed and synthesized in recent years,
displaying different kinds of motion, and fueled by different driving forces such as
light, heat, or chemical reactions. In this chapter, we propose a new type of molecu-
lar motor based on electric field actuation and electric current detection of the rota-
tional motion of a molecular dipole embedded in a three-terminal single-molecule
device. The key aspect of this all-electronic design is the conjugated backbone of the
molecule, which simultaneously provides the potential landscape of the rotor orien-
tation and a real-time measure of that orientation through the modulation of the
conductivity. Using quantum chemistry calculations, we show that this approach
provides full control over the speed and continuity of motion, thereby combining
electrical and mechanical control at the molecular level over a wide range of temper-
atures. Moreover, chemistry can be used to change all key parameters of the device,
enabling a variety of new experiments on molecular motors.

Parts of this chapter have been published in ACS Nano 4, 6681 (2010) [1].
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8.1 INTRODUCTION

Motivated by examples found in nature, and propelled by recent advances in
synthetic chemistry, the field of molecular motors is rapidly developing into

a major area of research [2–13]. Molecular motors are (supra-)molecules that are
able to convert energy into continuous directional motion of one molecular com-
ponent relative to another. For a molecule to be able to function as a motor, at
least two (meta)stable conformations are required, separated by energy barriers.
The height of these barriers should be several times larger than kBT , to prevent
thermal fluctuations from setting the molecule into random motion. To perform
work, the transitions between the states should be unidirectional, which has so far
been achieved in a few systems [4–6, 8]. Most experiments to date have been per-
formed on large assemblies of molecules [2–6, 8], although some examples have
been studied where scanning tunneling microscopy was used to either manipu-
late or detect the motion on the single-molecule scale [7, 9, 11, 13].

In this chapter, we propose a conceptually new design for a molecular motor,
which enables the simultaneous driving and detection of the motion of a single-
molecule motor at the nanoscale (see Fig. 8.1). The rotating moiety is equipped
with a permanent electric dipole moment and is part of a conjugated molecule,
which is suspended between two metallic contacts above a gate electrode. By mod-
ulating the electric field generated by the gate, the dipole rotor can be driven to
rotate with a speed controlled by the frequency of the gate field [14]. As it rotates,
the rotor repeatedly switches between two stable states, each corresponding to a
planar conformation where the molecule is fully conjugated. The unique aspect
of this design is that by applying a small bias between the metallic contacts and
measuring the current through the molecule, we can determine the position of the
rotor, since a lowering of the conjugation during rotation has a dramatic effect on
the conductance.

Structure 1 (see Fig. 8.2) is a simple example of a molecular dipole motor. It
consists of three basic components: a dipole rotor, axles, and anchoring groups.
The bidentate mercaptothiophene anchoring groups connect the molecule to the
source and drain electrode, and are designed to provide good conductance and
to limit conformational changes near the contact surface.[15] The ethynyl groups
connected to the anchoring groups act as an axle about which the central an-
thracene moiety can rotate. The chemical design of these axles determines the
height and shape of the rotational barrier potential. Finally, the anthracene rotor
in between the axles interacts with an external electric field through the cyano (δ−)
and methoxy (δ+) substituents, which induce a dipole moment p . The dipole mo-
ment can be tuned by choosing different combinations of electron-withdrawing or
electron-donating substituents and varying the distance between them.
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FIGURE 8.1: Design of a molecular motor with a permanent electric dipole moment. The motor con-
sists of anchoring groups connecting the conjugated backbone to the leads, allowing the measurement
of the low-bias conductance, and a dipole rotor which can be driven by the oscillating gate field under-
neath.
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FIGURE 8.2: Proposal for a molecular dipole motor: structure 1 (9,10-bis((5-mercapto-3-thiophen-3-
yl)ethynyl)-6,7-dimethoxyanthracene-2,3-dicarbonitrile). The blue δ− and red δ+ symbols denote the
partial charges inducing the dipole moment of the rotor, and the green arrow shows the axis facilitating
a rotation of the rotor with an angle α.

We note that, in principle, it is also possible to use a magnetic field to drive a
molecule with a magnetic dipole moment. However, the energy range accessible to
a high-spin molecule (S = 5) in a large magnetic field (|B | = 10 T) is limited to about
U = −µ ·B = ±3 meV, whereas the energy range of a molecule with a large electric
dipole moment (

∣∣p
∣∣= 10 D) in a large electric field (|E | = 1 V nm-1) can be as large

as U =−p ·E =±200 meV. Moreover, electric fields can easily be applied locally in
a molecular junction via a gate electrode. Solving Poisson’s equation for a typical
geometry in an electromigrated break junction (EMBJ) with a gap separation of
2 nm yields an electric field of |E | ≈ 1 V nm-1 at the position of a molecular dipole
due to the gate electrode for a gate range of ±5 V. The calculated gate coupling
at that position (β = 0.1) corresponds well to typical values in measurements on
single-molecule devices [16].

To analyze the behavior of the motor and to check whether its motion is de-
tectable through current measurement, we have performed quantum chemistry
calculations and classical Langevin simulations.
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FIGURE 8.3: The rotational barrier potential (bottom) and normalized zero-bias off-resonance con-
ductance (top) of structure 1 obtained from DFT calculations as a function of the rotation angle α of
the dipole rotor, in the case where θl = θr = 0 and θl = 0, θr = −45. The red and green lines show the
fits to Eqs. 8.1 and 8.2 of the barrier potential and conductance, respectively.
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8.2 BARRIER POTENTIAL AND CONDUCTANCE

Using density-functional theory (DFT1) and the non-equilibrium Green’s func-
tion method (NEGF, see chapter 2 and appendix C), we calculate the rota-

tional barrier potential and the zero-bias off-resonance conductance as a function
of the rotation angle of the rotor (α) and the anchoring groups (θ), where α and θ
are defined with respect to the direction of the electric field (vertical in the figures
in this chapter).

Since conjugated molecules prefer to be planar, we expect the rotational bar-
rier potential U r to have a sin2(α− θ) dependence on the rotation angle, where
the potential has a minimum when the molecule is planar (α= θ) and a maximum
when the rotor is perpendicular to the anchoring groups (α−θ =±90◦). In a junc-
tion the binding angles of the left and right anchoring groups might be different,
i.e., θl 6= θr , and the barrier potential is the sum of the contributions from the left
and right axle:

U r (α) = U r
0

2
sin2(α−θl )+ U r

0

2
sin2(α−θr )

=U r
0 cos(θl −θr )sin2

(
α− θl +θr

2

)
+ U r

0

2
(1−cos(θl −θr )) . (8.1)

Note that this shifts the minima of the potential and lowers the barriers between
them, but it does not change the sinusoidal behavior of the potential. This behav-
ior can be clearly seen in Fig. 8.3, where the barrier potential obtained from DFT
has been plotted in the case of θl = θr = 0 and θl = 0◦, θr =−45◦. Both plots have
been fitted with Eq. 8.1 using the same value for U r

0 (139 meV).
For a conjugated molecule, conductance takes place primarily via the HOMO

or LUMO, which consist of a hybridization of the pz-orbitals on the carbon and sul-
fur atoms of the backbone. Since the dipole rotates around the ethynyl ‘axles’, we
expect the conductance to be proportional to the overlap between the pz-orbitals
on the backbone. To first order, this overlap is proportional to cos2(α−θ), which
has also been observed in measurements [19–21]. Therefore, since a dipole motor
has two axles, the conductance is expected to be proportional to cos4(α−θ), or,
when θl 6= θr :

G(α) ∼ cos2(α−θl ) ·cos2(α−θr ), (8.2)

where each axle contributes a factor of cos2(α) to the conductance. Since the peaks
in G(α) become narrower when θl 6= θr , the conductance is slightly more sensitive

1All quantum chemistry calculations have been performed with the Amsterdam Density Functional
package [17, 18], using the PW91 exchange-correlation potential and a triple-ζ doubly polarized basis
set.
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to the rotation angle. However, the overall behavior of the potential and the con-
ductance do not change when θl 6= θr and the proposed actuation and detection
principle should work for a large variety of experimental configurations.

This can again be clearly seen in Fig. 8.3, where the conductance obtained from
NEGF has been plotted for θl = θr = 0 and θl = 0◦, θr = −45◦. The strong depen-
dence of the conductance on the rotation angle allows it to be used as a measure of
the rotation. Note that the minima of the conductance correspond to the maxima
of the barrier potential.

8.3 DRIVING AND DYNAMICS

For an electric field to rotate a dipole, the torque exerted by the field,

τp (α) ≡−dU p (α)

dα
=

∣∣p
∣∣ |E (t )|sin(α), (8.3)

should exceed the restoring torque in the molecule,

τr (α) ≡−dU r (α)

dα
=−U r

0 sin(2(α−θ)), (8.4)

for all values of α before the rotor crosses the maximum of the rotational barrier
potential: ∣∣p

∣∣ |E |sin(α) ≥U r
0 sin(2(α−θ)). (8.5)

In the case where θ = 45◦ the critical field is lowest (|Ec | = U r
0

|p| ), while for θ = 0◦ or

θ = 90◦ it is twice as large.
Since thermal fluctuations are important, and often dominant for nanoscale

devices, the dynamics of a molecular motor at temperatures above the quantum
level splitting are most appropriately described by the Langevin equation [22–24]:

I
d2α(t )

dt 2 = τr (α)+τp (α, t )−γdα(t )

dt
+R(t ), (8.6)

where α is the rotation angle of the dipole rotor, I is the moment of inertia, γ is a
friction coefficient due to the coupling of the molecular motion to the phonon bath
of the electrodes and the interaction between the dipole and the metallic surfaces
[25], and R(t ) is a Gaussian distribution describing the thermal fluctuations, with
a width of 2kBTγ [23] (see appendix D).

In Eq. 8.6, the moment of inertia, height of the rotational energy barrier, and
the dipole moment of structure 1 are calculated using DFT, leaving only the fric-
tion coefficient γ as a free parameter. In the limit of small oscillations around the
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FIGURE 8.4: An electric dipole near a dielectric surface (dashed line), with the corresponding image
dipole. r is the distance between the center of the dipole and the surface, while d is the diameter of the
dipole itself.

potential minima, γ enters into the solution of Eq. 8.6 as an exponential decay fac-

tor of e−
γ
2I t . This suggests defining kν = γ

2I , where kν is the vibrational relaxation
rate. For structure 1, we find I = 2.66 ·107 a.u. (6.77 ·10-44 kg m2), U r

0 = 139 meV
(or 3.21 kcal mol-1, corresponding to a torque of at most 2.23 × 10-20 Nm), and∣∣p

∣∣= 12.6 D. The vibrational relaxation rate kν is chosen to be 109 Hz. Although it
is possible to estimate certain contributions to the relaxation rate [25], this rather
slow rate has been chosen because it represents a worst-case scenario from a de-
vice standpoint (slow relaxation amplifies thermal fluctuations). The results in this
chapter show, however, that even in this case the molecular motor can be driven
and its motion can be measured.

The position of a molecular dipole rotor as a function of an oscillating electric
field is shown in Fig. 8.5. The anchoring groups are taken to bind under an angle
of θ = 45◦ with respect to the direction of the field, as this results in the small-
est gate voltage required to drive the motor. It is clear from this figure that the
motor is unidirectional, and can therefore perform work. This holds even when
θ 6= 45◦, although the critical field may then be larger (by at most a factor of two).
The only two cases where the motor would not be unidirectional are θ = 0◦ and
θ = 90◦ (within about 5◦ at 15 K due to thermal fluctuations), as the rotor is then
in the top (or bottom) dead center corresponding to the minimum or maximum
of the barrier potential, where the direction of motion is random. Though unidi-
rectional, the direction of motion will of course depend on the orientation of the
molecule in the junction. For example, when θ =−45◦ the direction of motion will
be counterclockwise.

Since the proposed design calls for an electric dipole close to metallic surfaces,
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one could in principle expect image charges to have an important effect on the po-
tential landscape. However, as long as the distance between the gate and the cen-
ter of the dipole rotor is larger than the diameter of the dipole, this has a negligible
effect on the barrier potential. A schematic picture of a dipole near a dielectric
surface, with the corresponding image dipole, is shown in Fig. 8.4. Defining ε= d

2r
and θ = arctan(εsin(α)), the torque on the dipole due to static interactions with
the image dipole is given by

τ=− p2

4πε0

1

8r 3

(
sin(2α)

(
1−ε2 cos2(α)

)2 − cos(α)sin(θ)

ε
(
1+ε2 sin2(α)

)
)

. (8.7)

In the limit of ε→ 0, this reduces to

τ=− p2

4πε0

sin(2α)

16r 3 . (8.8)

Since τ≡−dU
dα , the angular dipole image potential is

U =U0 sin2(α), (8.9)

where

U0 =
p2

4πε0

1

16r 3 . (8.10)

In this limit, for a system with p = 10 D and r = 1 nm, U0 ≈ 3.90 meV. For most
molecular motors this effect will be negligible, since the rotational barrier potential
typically exceeds 100 meV.

8.4 DETECTION OF THE ROTATION

To show how the rotational motion can be unambiguously detected, we have
calculated the rotation angle α and conductance due to an oscillating gate

field as a function of time. For T = 15 K, the rotation angle and the conductance
for structure 1 are shown in Fig. 8.6 for a gate field with an amplitude just below
(red line) and just above (green line) the critical value (∼0.4 V nm-1 for θ = 45◦),
which is well within the range accessible in current three-terminal devices. The
rapid flip of the rotor (Fig. 8.5c & d) is visible as a vertical line in the rotation an-
gle and as a switch in the conductance. While the potential changes with time, at
any instance the rotor executes a Brownian motion around the equilibrium posi-
tion, with the exception of the (nearly instantaneous) switch. The characteristics of
Fig. 8.6 therefore do not change if the driving frequency is different, as long as it is
lower than the relaxation rate (> 109 Hz). This means that we have full control over
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FIGURE 8.5: Dynamics of a dipole rotor in an electric field. (a)–(h) The position α of the dipole ro-
tor as a function of time (top) due to an oscillating gate field (bottom). The rotor has been depicted
schematically as seen along the rotation axis (see Fig. 8.1 for comparison), where the anchoring groups
are shown in yellow, and the positive and negative partial charges of the dipole are shown in red and
blue, respectively. When the field is zero, the rotor is in the equilibrium position (a) (α= 45◦). As soon
as the field is turned on, the rotor feels a torque and starts to rotate (b). For this particular configura-
tion, the torque becomes maximal at α = 90◦, precisely when the restoring torque in the molecule is
also maximal (c). The rotor now accelerates and flips (d), ending up in the next equilibrium position
when the field has vanished (e). The gate field then changes sign, and the process repeats (f)–(h).

the speed of motion, and therefore over the power output of the molecular mo-
tor, up to the GHz regime. At very low frequencies, the motor can even be driven
statically as a switch.

Two features in the conductance plots in Fig. 8.6 enable us to distinguish be-
tween a rotating and a non-rotating molecular motor: the period and the time-
reversal symmetry. While the period of the conductance is equal to that of the
driving field for a merely oscillating motor, for a rotating motor it is half as long.
More importantly, the conductance for a rotating motor is not symmetric under
time-reversal. The reason for this can be seen in Fig. 8.7, which shows hysteresis
in the conductance as a function of the applied field: after the rotor flips, the field
has to change sign for the rotor to return to its original position. Although the gate
field may have an influence on the conductance besides the rotation of the dipole
rotor, the time-reversal asymmetry in the conductance will still be present, and is
therefore the hallmark of a molecular dipole motor.

8.5 TEMPERATURE DEPENDENCE

The temperature of 15 K used in the calculation of Figs. 8.6 and 8.7 should be
compared to the quantum-mechanical level splitting of the rotor vibrations

(∆E = ħ
√

2U r
0 /I , where I is the moment of inertia). For the structure 1 the level-
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FIGURE 8.6: The gate field, rotation angle, and normalized conductance as a function of time for struc-
ture 1 in the configuration of Fig. 8.5. The red line corresponds to the situation where the field is too
weak to drive the motor into rotation, and the green line to when it is just strong enough. For the first
0.5 ms the field is in the “wrong” direction, pushing the rotor counterclockwise instead of clockwise,
and the conductance traces overlap since no rotation takes place. After that, the field is in the “right”
direction, the motor starts to rotate, and the conductance traces start to deviate from each other. The
dashed line indicates the amplitude of the critical field (∼0.4 V nm-1). In the case of a rotating motor,
the conductance has a period that is half that of the driving field and is no longer symmetric under time
reversal (see Fig. 8.7).
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FIGURE 8.7: The rotation angle and normalized conductance as a function of the applied gate field.
The red line corresponds to the forward sweep of the field (negative to positive), and the blue line to
the backward sweep. Both the rotation angle and the conductance clearly show hysteresis.
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FIGURE 8.8: Design of a molecular dipole motor capable of room temperature operation. (a) Struc-
ture 2 (2,7-bis((E)-2-(5-mercaptothiophen-3-yl)vinyl)-9,10-dimethoxypyrene-4,5-dicarbonitrile). The
pyrene rotor has a dipole moment (p) of 9.8 D. (b) Normalized conductance as a function of time at
temperatures of 15, 77, and 300 K. The driving frequency is the same as in Fig. 8.6, but the amplitude of
the field is 1.75 V nm-1 at 300 K, 2.75 V nm-1 at 77 K, and 3.25 V nm-1 at 15 K.
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splitting is 0.533 meV (6.19 K). As long as kBT is higher than the level splitting,
the motor behaves classically, but at lower temperatures a quantum mechanical
description becomes necessary. For example, at liquid helium temperatures, the
motor will exhibit temperature-independent zero-point oscillations with an esti-
mated amplitude of 2.5◦. This leads to variations in the conductance which may
be observable in the current noise.

At higher temperatures, thermal fluctuations cause the rotor to flip at a lower
value of the gate field, making the difference between the conductance of the ro-
tating and non-rotating motor less pronounced. Our calculations show that struc-
ture 1 should still be operational at 77 K, but at room temperature it will rotate
freely, even in the absence of a driving force. To allow operation at room tempera-
ture, a molecule with a higher rotational barrier potential is required. An example
of such a design is shown in Fig. 8.8a (structure 2). Compared to structure 1, we
have substituted the ethynyl groups in the axles by ethenyl and the anthracene ro-
tor by a pyrene analogue. The axis of rotation is now located on the single bond
between the ethenyl groups and the pyrene rotor. We have chosen pyrene in-
stead of anthracene to minimize the steric hindrance between the rotor and the
axles. These changes result in a 5-fold increase of the rotational barrier poten-
tial (U r

0 = 691 meV or 15.9 kcal mol-1), preventing the motor from rotating freely
at room temperature. The normalized conductance as a function of time for this
molecule is shown in Fig.8.8b for different temperatures. It is clear from this fig-
ure that the motor can still be driven and measured at temperatures up to 300 K,
although the critical field at this temperature (1.75 V nm-1) may be challenging for
current three-terminal devices.

8.6 CONCLUSIONS

We have shown that the use of an electric field to drive a molecular dipole mo-
tor provides unidirectionality and complete control over the speed of rota-

tion, while the conductance provides a real-time measure of the motion. The pro-
posed molecule is easily synthesized and the parameters are such that it should
be measurable in current electromigrated break junction setups. An important as-
pect of our design is the versatility offered by chemical synthesis. In particular,
the barrier height, the dipole moment, and the moment of inertia of the rotor can
all easily be changed. Our motor therefore constitutes a well-defined nanoelec-
tromechanical system suitable for studying molecular motion over a wide range of
temperatures, encompassing both the classical and quantum regime.
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The method described in this appendix has been implemented as the module FCF in the Amsterdam
Density Functional (ADF) quantum chemistry package [1, 2].
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A.1 POLYATOMIC MOLECULES

In section 3.5.1 an expression was derived for the Franck-Condon (FC) factors of
a diatomic molecule. We will now generalize this result to polyatomic molecules.

A molecule with N atoms generally has 3N degrees of freedom and therefore also
Nν = 3N vibrational modes. If the molecule is not bounded to a surface, but in free
space, then the rotational and translational degrees of freedom do not give rise to
vibrations, and we are left with Nν = 3N −6 modes. Since most modes will involve
the motion of many nuclei, it is convenient to express the nuclear wavefunctions
in terms of the generalized coordinates of the normal modes (q), instead of the
3N -dimensional Cartesian coordinates of the nuclei (x), using

q = LT M
1
2 x , (A.1)

where L is the mass-weighted normal mode matrix with LT ML = 1, and M is a
diagonal matrix containing the masses of the nuclei.

In general, states with different equilibrium positions will have different vibra-
tional modes. This causes the normal modes of initial state to no longer be orthog-
onal to the normal modes of the final state, which means that the Franck-Condon
factors are no longer separable into products of one-dimensional overlap integrals,
an effect known as the Duschinsky mixing effect [3]. The normal modes of the ini-
tial and final states are now related via

q ′ = J q +k , (A.2)

where J = L′T L is the Duschinsky rotation matrix, and

k = L′T M
1
2

(
x0 −x ′

0

)
, (A.3)

is the nuclear displacement vector. In order for this expression to be valid, the
center of mass for both states should coincide. In practice, the geometry opti-
mizations preceding frequency calculations may introduce an effective rotation of
one of the equilibrium geometries with respect to the other, leading to an unphys-
ical displacement vector. We can correct for this by first rotating the geometries
to obtain a maximal overlap [4]. From the displacement vector we can define the
electron-phonon coupling for polyatomic molecules as

λi =
√

ω

2ħki . (A.4)

In terms of the normal mode coordinates q , the nuclear wavefunction is given
by [5]

ψn (q) = 1p
2n n!

(
det(Γ)

πν

) 1
4

e−
1
2 qT Γq Hn

(
Γ

1
2 q

)
, (A.5)



A.1. POLYATOMIC MOLECULES 157

{{A
where n is a vector containing the vibrational quantum numbers, and

2n =
Nν∏

i=1
2ni , n! =

Nν∏

i=1
ni !, Hn (x) =

Nν∏

i=1
Hni (xi ) . (A.6)

Γ is a diagonal matrix containing the reduced frequencies:

Γi ,i =
ωi

ħ . (A.7)

The overlap integral now becomes

In′;n = 1p
det(J )

∫
dqψ′

n′ (J q +k)ψn (q). (A.8)

In the case where n = n′ = 0, solving the integral is again straightforward:

I0;0 =

√√√√ 2Nν
p

det(Γ′Γ)

det
(

J
(

J TΓ′ J +Γ))e
1
2 kT

(
Γ′ J

(
J T Γ′ J+Γ)−1

J T −1
)
Γ′k

. (A.9)

There are several different methods that can be used to evaluate the overlap
integral for n,n′ 6= 0. Here we will use the recursion relations for Ruhoff and Rat-
ner [6, 7]. First we define the following quantities:

A = 2Γ′
1
2 J

(
J TΓ′ J +Γ)−1

J TΓ′
1
2 −1, (A.10a)

b = 2Γ′
1
2

(
1− J

(
J TΓ′ J +Γ)−1

J TΓ′
)

k , (A.10b)

C = 2Γ
1
2

(
J TΓ′ J +Γ)−1

Γ
1
2 −1, (A.10c)

d =−2Γ
1
2

(
J TΓ′ J +Γ)−1

J TΓ′k , (A.10d)

E = 4Γ
1
2

(
J TΓ′ J +Γ)−1

J TΓ′
1
2 . (A.10e)

We then have the recursion relation

I0,...,0,n′
m ,...,n′

Nν
;0,...,0,nm ,...,nNν

= 1√
2n′

m

bm In′
m−1 +

√
n′

m −1

n′
m

Am,m In′
m−2

+
Nν∑

k=m+1

√
n′

k

n′
m

Am,k + Ak,m

2
In′

m−1,n′
k−1

+
Nν∑

k=m

√
nk

n′
m

1
2 Ek,m In′

m−1;nk−1, (A.11)
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for n′
m > 0, and

I0,...,0,n′
m+1,...,n′

Nν
;0,...,0,nm ,...,nNν

= 1p
2nm

dm Inm−1 +
√

nm −1

nm
Cm,m Inm−2

+
Nν∑

k=m+1

√
nk

nm

Cm,k +Ck,m

2
Inm−1,nk−1

+
Nν∑

k=m+1

√
n′

k

nm

1
2 Em,k In′

l−1;nm−1, (A.12)

for nm > 0, where

In′
m−1 = I0,...,0,n′

m−1,n′
m+1,...,n′

ν;0,...,0,nm ,...,nν , (A.13)

and
In′

k−1;nl−1 = I0,...,0,n′
m ,...,n′

k−1,...,n′
Nν

;0,...,0,nm ,...,nl−1,...,nNν
. (A.14)

In the case of low temperatures and fast relaxation times, we are usually only in-
terested in transitions from the ground state to the first excited state:

I0;0,...,0,nm ,0,...,0 =
dmp

2
I0;0. (A.15)

When the number of modes is small, or when we are only interested in certain
individual Franck-Condon factors, the recursion relations can also be used directly
for larger values of n and n′. In general, however, the number modes is too large
for this to be efficient. We will therefore use the two-dimensional array approach
of Ruhoff and Ratner [6, 7].

A.2 THE TWO-DIMENSIONAL ARRAY APPROACH

The set of overlap integrals of all possible combinations of n and n′ forms a 2Nν-
dimensional array of infinite size in every dimension. However, as can be seen

from Eq. 3.62 in section 3.5.1, for large values of ni and n′
i the overlap integrals

tend to become vanishingly small and only a finite number of vibrational quanta
needs to be taken into account. The sum rule in Eq. 3.56 can be used to determine
how many quanta are needed. As soon as the sum over n or n′ approaches unity,
all significant integrals have been calculated.

In implementations, keeping track of the Franck-Condon factors with a 2Nν-
dimensional array is inconvenient, since computers are generally better suited to
two-dimensional arrays, or matrices. We will therefore introduce the mappings

n
M−→ p, p

M−1

−−−→ n, (A.16)
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{{AAlgorithm 1 position(Nν, l ,n): calculate the position p corresponding to the
quantum numbers n.

p ⇐ N (Nν, l )
i ⇐ 1
while l > 0 do

if ni > 0 then
l ⇐ l −ni

end if
if l > 0 then

p ⇐ p −S(Nν− i , l −1)
end if
i ⇐ i +1

end while

Algorithm 2 level(Nν, p): calculate the level l corresponding to the position p.
l ⇐ 0
while p > N (Nν, l ) do

l ⇐ l +1
end while

Algorithm 3 branch(Nν, p): calculate the branch b corresponding to the position
p.

b ⇐ 1
l ⇐ level(Nν, p)
if l > 0 then

q ⇐ N (Nν, l −1)+1
while q < p do

b ⇐ b +1
q ⇐ N (nν, l −1)+S(b, l )

end while
end if
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Algorithm 4 state(Nν, p): calculate the quantum numbers n corresponding to the
position p.

n ⇐ (0, . . . ,0)
q ⇐ p
l ⇐ level(Nν, p)
N ′
ν⇐ Nν

δ⇐ 0
while l > 0 do

b ⇐ branch(N ′
ν, q)

i ⇐ N ′
ν−b +1

ni+δ⇐ ni+δ+1
for j = 0 → l −1 do

q ⇐ q −S(N ′
ν, j )+S(b, j )−S(b −1, j )

end for
q ⇐ q −S(b −1, l )
l ⇐ l −1
N ′
ν⇐ b

δ⇐ Nν−N ′
ν

end while

where p is a positive integer which uniquely determines the set of quantum num-
bers in the state n. The definition of the mapping M is centered around the con-
cept of levels. A levels is defined as the sum of the quantum numbers n, i.e.,

l =
Nν∑

i=1
ni . (A.17)

Different combinations of quantum numbers will correspond to the same level.
The total number of combinations for a particular level is given by

S (Nν, l ) =
(

Nν+ l −1

l

)
. (A.18)

The total number of combinations in all levels up to and including l is given by

N (Nν, l ) =
l∑

i=0
S (Nν, i ) =

(
Nν+ l

l

)
. (A.19)

Using the quantities S and N we can define the mapping M with algorithm 1.
This algorithm assigns the position p = 1 to 0, p = 2 to (0, . . . ,0,1), p = Nν + 1 to
(1,0, . . . ,0), p = Nν+2 to (0, . . . ,0,2), p = (Nν+1)(Nν+2)

2 to (2,0, . . . ,0), and so on. The
indices p are sorted by level: first the one belonging to l = 0, then the ones belong-
ing to l = 1, etc. Since the overlap integrals of states with levels (l ′; l ) only depend
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{{A
Algorithm 5 nextstate(Nν, l ,α,ω,n): calculate the next list of quantum numbers,
i.e., with position p +1. α and ω are the indices of the first and last non-zero ele-
ments in n, respectively.

if n1 = l then
α⇐ Nν

ω⇐ Nν

l ⇐ l +1
n1 ⇐ 0
nNν ⇐ l

else
if nα = l then

nα⇐ 0
α⇐α−1
nα⇐ 1
if l > 1 then

ω⇐ Nν

nω⇐ l −1
else

ω⇐α

end if
else

nω−1 ⇐ nω−1 +1
if (nω > 1) and (ω< Nν) then

nα⇐ nω−1
nω⇐ 0
ω⇐ Nν

else
nω⇐ nω−1
if nω = 0 then

ω⇐ω−1
end if

end if
end if

end if
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on those with (l ′−1; l ), (l ′−2, l ), (l ′−1; l−1), (l ′, l−1), and (l ′, l−2), we can calculate
all Franck-Condon factors in the right order simply by looping over p and p ′.

The reverse mapping M−1, which we need to obtain the quantum numbers n
corresponding to the position p, is a bit more involved. We will simply state the
algorithms here, for details see Ref. [7]. First we need to obtain the level l cor-
responding p (algorithm 2). We then calculate the branch index b, which corre-
sponds to the index of the first non-zero quantum number (algorithm 3). Finally
we can define the mapping M−1 (algorithm 4).

When we are calculating Franck-Condon factors for increasing values of p and
p ′, it is rather inefficient to use the mapping M−1 directly. A better approach would
be to calculate the quantum numbers n with position p directly from those with
position p − 1 (see algorithm 5). The direct mappings may then be useful after
the calculation of the Franck-Condon factors to determine which combination of
states belongs to a particular factor.

Implementing the method is now straightforward. Starting from the ground-
state to ground-state overlap integral (Eq. A.9), we simply loop over p and p ′, ob-
tain the quantum numbers from algorithm 5 and calculate the Franck-Condon fac-
tors from the recursion relations (Eqs. A.11 and A.12).

A potential drawback of the two-dimensional array method is that it may not
scale well to systems with large numbers of Franck-Condon factors. For highly
symmetric molecules this can be partly remedied by excluding modes with zero
electron-phonon coupling from the calculation. However, large molecules are not
generally very symmetric. In large conjugated molecules, where the valence elec-
trons are delocalized over the entire molecule, the nuclear displacements due to
an electronic transition will typically be small, resulting in small electron-phonon
couplings. For such molecules, one or two vibrational quanta are often already suf-
ficient to obtain the spectrum. However, if a molecule has many modes of which
only a few are dominant, many vibrational quanta may be needed even though
most of the Franck-Condon factors will be vanishingly small. For such systems a
binary tree method, as described in for example Ref. [7], will be a better approach.
For the calculations presented in this thesis however, the two-dimensional array
approach was still sufficient.

We have implemented the method described in this appendix as the FCF mod-
ule in the Amsterdam Density Functional (ADF) quantum chemistry package [1, 2].

A.3 EXAMPLE

As an example of a calculation with the FCF module, we will look at the emission
spectrum of the triplet to singlet transition in the organic light-emitting diode

(OLED) Pt(4,6-dFppy)(acac) (see Fig. A.1a). The emission spectrum was measured
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(a) Pt(4,6-dFppy)(acac)
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FIGURE A.1: (b) Measured [8] and (c) calculated emission spectrum of the triplet to singlet transition
in (a) Pt(4,6-dFppy)(acac). The frequency calculations have been performed with the Analytical Sec-
ond Derivatives module of ADF [1, 2, 9], using the BP86 exchange-correlation potential and a double-ζ
singly polarized basis set. The location of the main peak in the calculation (20048 cm−1) is shifted by
7% with respect to the measurement (21461 cm−1).
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by Raush et al. [8] at both room temperature and 20 K (Fig. A.1b). The calculated
emission spectrum (Fig. A.1c) was obtained by computing the Franck-Condon fac-
tors for the transition of the vibrational ground state of the triplet electronic state
to the vibrationally excited states of the singlet electronic state with up to five vi-
brational quanta, yielding just over 92 million factors in total. These factors were
then combined into a histogram as a function of energy and broadened with kBT .
As can be seen in Fig. A.1, the calculation shows excellent agreement with the mea-
surement.

We thank Kento Mori for providing this example.
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B
VIBRATIONAL EXCITATIONS IN

THE MASTER EQUATION

APPROACH

The method described in this appendix has been implemented as the module VIBRATE in the Amster-
dam Density Functional (ADF) quantum chemistry package [1, 2].
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B.1 STRUCTURE OF THE RATE MATRIX

In this appendix we describe the implementation of the master equation (ME)
approach developed in chapter 3 and used in chapter 6, with a special focus on

the incorporation of vibrational excitations.
As discussed in section 3.1.2, the rate matrix has the following form:

Wi ,i ′ =
{

Wi ′→i i 6= i ′,
−∑

i ′′ Wi→i ′′ i = i ′.
(B.1)

The (off-diagonal) element on row i and column i ′ corresponds to the transition
from state i ′ to state i . This is the first term in the master equation (Eq. 3.12). The
diagonal contains minus the sum of the columns, i.e., minus all the rates from state
i . This is the second term in the master equation. Note that from its structure, it is
clear that W is diagonally dominant, i.e.,

∣∣Wi ,i
∣∣≥

∑

i ′ 6=i

∣∣Wi ,i ′
∣∣ (B.2)

for all i . This means that the diagonal can be used as a preconditioner in iterative
methods (see next section).

When incorporating vibrational excitations, the many-body states are combi-
nations of electronic and vibrational states. In general, only a few electronic states
need to be considered (see chapter 6). However, for ab initio calculations on single
molecules, many vibrationally excited states may need to be taken into account.
For such systems, the most convenient form of the rate matrix is a block matrix.
In this form, every off-diagonal block corresponds to a transition between differ-
ent electronic states, while the elements within that block correspond to transi-
tions between different vibronic states. The latter depend on the Franck-Condon
(FC) factors (see Eq. 3.52), which can be calculated in advance with the method
described in appendix A. The diagonal block contains vibronic transitions within
the same electronic state, i.e., vibrational relaxation rates (see section 3.5.2). The
diagonal itself still contains minus the sum of the columns.

Since different electronic states might have a different multiplicity, due to de-
generacy or a difference in spin, the off-diagonal blocks are multiplied by a prefac-
tor depending on the relative multiplicity (Eq. 4.25).

When a large number of vibrational quanta is taken into account, most FC fac-
tors will be (close to) zero. This means that the rate matrix will be sparse and that
memory can be conserved by using a sparse matrix storage scheme. Additionally,
taking advantage of the sparsity of W can speed up the calculation of the steady-
state occupation probabilities. In our implementation, we use the modified com-
pressed sparse column (MCSC) storage scheme. In this scheme, the diagonal of
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W is stored separately as a non-sparse vector since it will be used as a precondi-
tioner. The non-zero elements of W are stored ordered column by column in a
one-dimensional array. For each element, the corresponding row index is stored
in a separate array. A third array finally contains the offsets corresponding to the
first non-zero element in each column. Implementations for this storage scheme
of both the construction of W and linear operations such as matrix-vector multi-
plication are simple and efficient.

The steady-state occupation probabilities can be obtained by calculating the
null-space of W , after which the properties of interest can be calculated. However,
the latter generally require matrices containing the rates due to, for example in the
case of the current, only a single lead (see section 3.4). In practice, we therefore
store the rates due to different processes in separate matrices. Only in the calcula-
tion of the null-space are they combined into the total rate matrix W .

B.2 CALCULATING THE NULL-SPACE

Since W is generally large and sparse, an iterative method for finding the null-
space will be more efficient than a direct method. The method of choice is the

bi-conjugate gradient stabilized method (Bi-CGSTAB) [3]. Like the bi-conjugate
gradient (Bi-CG) and the conjugate gradient squared (CGS) methods, it is appli-
cable to non-symmetric linear systems, but has faster and smoother convergence.
Compared with these two, its implementation also tends to be simpler and uses
less memory than the more general generalized minimal residual method (GM-
RES).

Like many iterative methods, the convergence of the Bi-CGSTAB method can
be accelerated considerably by the use of a preconditioner. Since W is diagonally
dominant, the inverse of the diagonal is a good approximation of W −1, and we can
use the Jacobi preconditioner:

Ki ,i ′ =
{ δi i ′

Wi ,i
Wi ,i 6= 0,

0 otherwise.
(B.3)

This is one of the main reasons for choosing the MCSC storage scheme, as the
diagonal of W is readily accessible for the construction of K .

One of the most important factors determining fast convergence to a correct
solution is the choice of the initial guess of the occupation probabilities of the
many-body states (including both electrons and phonons). Since the system is de-
scribed in terms of many-body states with different energies, we expect the equili-
birium occupation probabilities of the closed system to be governed by the Boltz-
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mann distribution:

Pi =
e
− εi

kBT

∑
i ′ e

− εi ′
kBT

. (B.4)

As the main approximation in the derivation of the ME approach is weak coupling,
this should be a good initial guess for the coupled system. If we need the steady-
state occupation probabilities for many closely related systems, for example, when
calculating the current-voltage characteristics, the best choice for the initial guess
is usually the converged result of the previous calculation. If the relevant param-
eter, such as the voltage, changes slowly between calculations, we expect the new
occupation probabilities to differ only slightly from the old ones. In practice we
therefore use the Boltzmann distribution as the initial guess at the start of a calcu-
lation, and subsequently use the previously converged probabilities for the follow-
ing points.

The use of a physically plausible initial guess has another important benefit.
As discussed in section 3.1.2, it is possible for the null-space of W to be multi-
dimensional if the rates into and out of a particular state are (close to) zero. In that
case any possible occupation of that state is stable, even though in reality it would
never be occupied. This is especially problematic for highly excited vibrational
states, as their FC factors are generally small. At low temperatures, the Boltzmann
distribution ensures that these states will never be occupied and that the resulting
steady-state occupation probabilities will be physically acceptable.
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C
THE NON-SELF-CONSISTENT

GREEN’S FUNCTION APPROACH

The method described in this appendix has been implemented as the module GREEN in the Amsterdam
Density Functional (ADF) quantum chemistry package [1, 2].
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(a) (b)

FIGURE C.1: (a) Geometry of the extended molecule used in the calculation of a benzenedithiol (BDT)
junction. The molecule is shown in green, while the left and right contact regions are shown in red and
blue, respectively. (b) The 9-atom surface layer of the gold contacts. The molecule in (a) is situated in a
hollow-site configuration.

C.1 THE EXTENDED MOLECULE

This appendix describes the implementation of the non-self-consistent Green’s
function approach used in chapters 7 and 8. Non-self-consistent means that

the (infinite) leads are not taken into account in the otherwise self-consistent cal-
culation of the Hamiltonian. A direct consequence of this approach is that it is not
possible to include a bias voltage. Only zero-bias equilibrium properties, such as
the transmission, can be calculated. These, however, can be calculated to any ac-
curacy desired. Even though the infinite leads are not included in the calculation,
the effect of the leads on the molecule can be taken into account by including a
significantly large portion of the leads in the extended molecule (see Fig. C.1). Such
a portion is called a principal layer,1 and it needs to be large enough that the atoms
on one side are not influenced by whatever is attached to the atoms on the other
side. In the case of gold, three atomic layers per principal layer generally suffice.

For an isolated, possibly infinite, system in a non-orthogonal basis, the Green’s
function is given by

G(z) = (zS −H)−1 , (C.1)

1Technically, a principal layer is a layer that is large enough that there is no direct coupling between
electrons on one side of the layer and the other. This is not necessarily larger than the screening
length in the material. However, for metals such as gold the screening length is less than one atomic
layer and we will therefore ignore the distinction in this appendix.
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where S is the overlap matrix and H is the Hamiltonian. The Green’s function is
specified as a function of the complex energy z = ε+ iη. We recover the retarded
and advanced Green’s functions depending on whether η is positive or negative
infinitesimal (see Eq. 2.65):

G+(ε) = lim
η→0+

G(ε+ iη), (C.2a)

G−(ε) = lim
η→0−

G(ε+ iη). (C.2b)

We now assume the system consists of two semi-infinite leads (on the left and
right) bridged by an extended molecule. The leads are far enough apart that there
is no coupling between the atomic orbitals on one lead and the other. The Hamil-
tonian therefore has the form

H =



HL −τ†
ML 0

−τML HEM −τMR

0 −τ†
MR HR


 , (C.3)

and similarly for the overlap matrix. We now get for the retarded Green’s function
on the extended molecule:

G+
EM(ε) =

((
G0

EM(ε)
)−1 −Σ+

L (ε)−Σ+
R (ε)

)−1
, (C.4)

where
G0

EM(ε) = (εSEM −HEM)−1 (C.5)

is the Green’s function of the isolated extended molecule, and the self-energies are
given by

Σ+
L (ε) = τ̃ML(ε)G+

L (ε)τ̃†
ML(ε), (C.6a)

Σ+
R (ε) = τ̃MR(ε)G+

R (ε)τ̃†
MR(ε), (C.6b)

with

τ̃ML(ε) = εSML +τML , (C.7a)

τ̃MR(ε) = εSMR +τMR . (C.7b)

In the non-self-consistent approach, G0
EM(ε),Σ+

L (ε) andΣ+
R (ε) are all obtained from

separate calculations. Only when calculating the transport properties are they
brought together. G0

EM(ε) is easily obtained from a calculation of the isolated ex-
tended molecule. Obtaining Σ+

L (ε) and Σ+
R (ε), on the other hand, involves calcu-

lating a semi-infinite system.
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FIGURE C.2: Geometry of the lead used in the calculation of the self-energies. The lead consists of two
surface layers, left (red) and right (blue), and a bulk layer (green). Each principal layer in turn consists
of three atomic layers (see Fig. C.1b). This should be sufficient to ensure that the Hamiltonian of the
central (green) layer is a bulk Hamiltonian.

C.2 CALCULATING THE SELF-ENERGY

In a localized basis, the Hamiltonian of the one-dimensional semi-infinite lead
on the right has a band-diagonal tight-binding form:

HR =




HS −τSB 0 0 · · ·
−τ†

SB HB −τBB 0 · · ·
0 −τ†

BB HB −τBB

0 0 −τ†
BB HB

. . .
...

...
. . .

. . .




, (C.8)

where HB is the Hamiltonian of a single principal layer in the bulk and HS is the
Hamiltonian of the principal layer on the surface. For the left lead, the surface
Hamiltonian is on the bottom right instead of the top left. By choosing the prin-
cipal layers large enough, it is always possible to ensure that the coupling beyond
nearest neighbor vanishes.
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The Green’s function for the lead is given by2

GR(z) =




AS BS 0 0 · · ·
B †

S A B 0 · · ·
0 B † A B

0 0 B † A
. . .

...
...

. . .
. . .




−1

, (C.9)

where we have used the following abbreviations:

A = zSB −HB, (C.10a)

B = zSBB +τBB, (C.10b)

AS = zSS −HS, (C.10c)

BS = zSSB +τSB. (C.10d)

The surface Green’s function is now given by

GS(z) =
(

AS −BSGB(z)B †
S

)−1
, (C.11)

where GB(z) is the Green’s function of a principal layer in the bulk. However, since
the surface layer is generally part of the extended molecule (see Fig. C.1a), the sec-
ond term in this equation, BSGB(z)B †

S , is equal to the self-energies in Eq. C.6. The
expression for bulk Green’s function is similar to the surface Green’s function:

GB(z) =
(

A −BGB(z)B †
)−1

, (C.12)

but since GB(z) appears on both the left-hand side and the right-hand side, we
cannot evaluate it directly. The form of Eq. C.12 suggests an iterative approach:
we start with A−1 as the initial guess and keep iterating until the result converges.
Physically this corresponds to adding a single principal layer during each iteration.

There is, however, a faster way of calculating the self-energy, where each iter-
ation effectively doubles the number of principal layers [3, 4]. Using the iteration

2This notation suggest that GR(z) is Hermitian, which is obviously incorrect as it is a function of the
complex energy z = ε+ iη. However, since we take the limit of η→ 0+, the error introduced by a non-
zero value of η can be made arbitrarily small by choosing η small enough [3].
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FIGURE C.3: (a) DOS and (b) transmission of a gold wire calculated with the geometry of Fig. C.2. The
energy range is ±2 eV around the Fermi energy (-5.314 eV).

equations

Xi = Xi−1 Z −1
i−1 Xi−1, (C.13a)

Yi = Yi−1 Z −1
i−1Yi−1, (C.13b)

Zi = Zi−1 −Xi−1 Z −1
i−1Yi−1 −Yi−1 Z −1

i−1 Xi−1, (C.13c)

X̃i = X̃i−1 Z −1
i−1 Xi−1, (C.13d)

Ỹi = Yi−1 Z −1
i−1Ỹi−1, (C.13e)

Z̃i = Z̃i−1 − X̃i−1 Z −1
i−1Ỹi−1, (C.13f)

with starting conditions X0 = B , Y0 = B †, Z0 = A, X̃0 = BS, Ỹ0 = B †
S and Z̃0 = AS, we

get

GB(z) = Z −1
i , (C.14a)

GS(z) = Z̃ −1
i , (C.14b)

for the bulk and surface Green’s functions, respectively. These expressions are valid
for the right lead. For the left lead we need to make the substitutions B ↔ B † and
BS ↔ B †

S in the equations above.
We now have expressions for the bulk and surface Green’s functions and for

the self-energy. What remains is the calculation of A, B , AS and BS. These can
be obtained from a calculation of a chain of three principal layers (see Fig. C.2).
The Hamiltonian of the central layer (green) is the bulk Hamiltonian HB, while the
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FIGURE C.4: Transmission of a benzenedithiol junction calculated with the geometry of Fig. C.1a. The
HOMO of the molecule is situated at -5.539 eV, while the LUMO is at -2.354 eV.

Hamiltonian of the left (red) and right (blue) layer is the surface Hamiltonian HS

of the right and left lead, respectively. We make the assumption that B = BS, which
means that they are both given by the coupling between the surface and bulk layer.

A non-SCF Green’s function calculation starts with a self-consistent calculation
of a chain of principal layers (Fig. C.2). From this calculation we obtain the matri-
ces A, AS and B , which are then used to calculate the self-energies. These only
have to be evaluated once for every energy, as they do not depend on the extended
molecule. We then do a self-consistent of the isolated extended molecule (Fig. C.1),
from which we obtain the Hamiltonian HEM. This Hamiltonian is combined with
the self-energies to obtain the Green’s function of the extended molecule G+

EM(ε).
From this Green’s function we can finally obtain the quantities of interest: the den-
sity of states (DOS, see Eq. 2.45):

D(ε) =− 1

π
Tr

{
Im

{
G+

EM(ε)SEM
}}

, (C.15)

and the transmission (see Eq. 2.140):

T (ε) = Tr
{
ΓL(ε)G+

EM(ε)SEMΓ
R(ε)G−

EM(ε)SEM
}

. (C.16)

C.3 EXAMPLE

By using the chain geometry of Fig. C.2 as the extended molecule, it is possible
to calculate the DOS and transmission of a gold wire. The results are shown in

Fig. C.3. The DOS is approximately constant over a large energy range around the
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Fermi energy, which gives justification to the use of the wide-band limit in chapter
3 and 5. The transmission shows plateaus at integer values, as is expected for an
atomic wire.

A striking feature in Fig. C.3 is the presence of several sharp peaks in the DOS
coinciding with dips in the transmission. These peaks correspond to localized
states on the extended molecule which are not broadened by the self-energies.
This is most likely caused by the fact that the calculations do not use a true bulk
Hamiltonian, which leads to slight mismatches at the interfaces.

As an example of a calculation of a molecular junction, the transmission of
benzenedithiol in the geometry of Fig. C.1a is shown in Fig. C.4 (compare with
Refs. [5–7]). The peaks in the transmission correspond to the HOMO and LUMO
of the molecule. Conduction will be primarily through the HOMO as it is situated
closest to the Fermi energy of the leads. The sharp peaks and dips in the transmis-
sion are again caused by localized states in the leads.
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D.1 THE HARMONIC OSCILLATOR

In chapter 8 we model the dynamics of a single-molecule motor. Due to the small
size of the system, the dynamics of the rotor are dominated by thermal fluctua-

tions. The dynamics of such a system are best described by a stochastic differential
equation known as a Langevin equation [1, 2]. Since a system close to equilibrium
with a single degree of freedom, such as a rotation angle, can be described as a
harmonic oscillator, we will study the Langevin equation for this case in detail.

The second-order differential equation for a damped harmonic oscillator in the
presence of thermal noise is given by

mẍ(t ) =−γẋ(t )−kx(t )+R(t ), (D.1)

where m is the mass of the oscillator, γ is the damping coefficient, and k is the
spring constant. The thermal fluctuations are modeled by R(t ), which is a random
variable with zero mean and no correlations describing white noise, i.e.,

〈R(t )〉 = 0, (D.2a)
〈

R(t )R
(
t ′

)〉= qδ
(
t − t ′

)
. (D.2b)

The physical origin of R(t ) is the coupling of the system to the environment, which
is responsible for both the thermal fluctuations and the damping coefficient γ.
Hence, according to the fluctuation-dissipation theorem [1], γ and q are related.
This relationship can be made explicit by calculating the expectation value of the
kinetic energy and relating it to the temperature.

D.1.1 NOISE AMPLITUDE
The general solution of Eq. D.1 is

x(t ) =X1e(−β+iω)t +X2e(−β−iω)t

+ 1

2miω

(∫ t

0
dt ′e(−β+iω)(t−t ′)R

(
t ′

)−
∫ t

0
dt ′e(−β−iω)(t−t ′)R

(
t ′

))
, (D.3)

where β = γ
2m , ω =

p
4km−γ2

2m , and X1 and X2 are constants of integration deter-
mined by the initial conditions. Differentiating once with respect to time gives the
velocity:

v(t ) ≡ ẋ(t ) =(−β+ iω)X1e(−β+iω)t + (−β− iω)X2e(−β−iω)t

+ −β+ iω

2miω

∫ t

0
dt ′e(−β+iω)(t−t ′)R

(
t ′

)

− −β− iω

2miω

∫ t

0
dt ′e(−β−iω)(t−t ′)R

(
t ′

)
. (D.4)



D.1. THE HARMONIC OSCILLATOR 179

{{D

Since the expectation value of R(t ) vanishes, we obtain for the expectation value of
the velocity

〈v(t )〉 = e−βt (
V1e iωt +V2e−iωt ) , (D.5)

where V1 = (−β+ iω)X1 and V2 = (−β+−iω)X2. The variance of R(t ) does not van-
ish, so we get expectation value of v(t )2

〈
v(t )2〉=e−2βt (

V1e2iωt +V2e−2iωt +2V1V2
)

− (−β+ iω)2

4m2ω2

〈∫ t

0
dt ′

∫ t

0
dt ′′e−β(2t−t ′−t ′′)e iω(2t−t ′−t ′′)R

(
t ′

)
R

(
t ′′

)〉

− (−β− iω)2

4m2ω2

〈∫ t

0
dt ′

∫ t

0
dt ′′e−β(2t−t ′−t ′′)e−iω(2t−t ′−t ′′)R

(
t ′

)
R

(
t ′′

)〉

+ β2 +ω2

2m2ω2

〈∫ t

0
dt ′

∫ t

0
dt ′′e−β(2t−t ′−t ′′)e iω(2t−t ′+t ′′)R

(
t ′

)
R

(
t ′′

)〉
. (D.6)

Using the fact that
〈

R
(
t ′

)
R

(
t ′′

)〉= qδ
(
t ′− t ′′

)
, this simplifies to

〈
v(t )2〉=e−2βt (

V1e2iωt +V2e−2iωt +2V1V2
)

−q
(−β+ iω)2

4m2ω2

∫ t

0
dt ′e2(−β+iω)(t−t ′)

−q
(−β− iω)2

4m2ω2

∫ t

0
dt ′e2(−β−iω)(t−t ′)

+q
β2 +ω2

2m2ω2

∫ t

0
dt ′e−2β(t−t ′). (D.7)

Solving the integrals and combining terms with similar exponents results in
〈

v(t )2〉=e−2βt (
V1e2iωt +V2e−2iωt +2V1V2

)

+ q

4m2ω2

(
ω2

β
+e−2βt

(
βcos(2ωt )+ωsin(2ωt )− β2 +ω2

β

))
. (D.8)

For long times, the exponential decay due to β dominates and we have

lim
t→∞

〈
v(t )2〉= q

4m2ω2

ω2

β
= q

2mγ
. (D.9)

In thermal equilibrium, 1
2 m

〈
v2

〉= 1
2 kBT , so

q = 2kBTγ. (D.10)

This relationship is exact for the harmonic oscillator, but also a good approxima-
tion in the case of more complicated potentials [2].
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D.1.2 POSITION NOISE
With the amplitude of the noise known, it is possible to calculate the variance of
the position, i.e., the position noise. As the expectation value of R(t ) vanishes, we
get for the expectation value of x(t ) (see Eq. D.3)

〈x(t )〉 = X1e(−β+iω)t +X2e(−β−iω)t . (D.11)

However,
〈

R(t )R
(
t ′

)〉
does not vanish, so we have

〈
x(t )2〉=e−2βt (

X1e2iωt +X2e−2iωt +2X1X2
)

− q

4m2ω2

∫ t

0
dt ′e2(−β+iω)(t−t ′)

− q

4m2ω2

∫ t

0
dt ′e2(−β−iω)(t−t ′)

+ q

2m2ω2

∫ t

0
dt ′e−2β(t−t ′), (D.12)

hence

σ2
x (t ) ≡ 〈

x(t )2〉−〈x(t )〉2 = q

4m2ω2

∫ t

0
dt ′e−2β(t−t ′)

(
2−e2iω(t−t ′) −e−2iω(t−t ′)

)

= q

4m2ω2

1

β2 +ω2

(
ω2

β
+e−2βt

(
βcos(2ωt )−ωsin(2ωt )− β2 +ω2

β

))
. (D.13)

For long times, the oscillations vanish and we are left with

σ2
x (t ) = q

4m2ω2

ω2

β
(
β2 +ω2

) = q

2kγ
= kBT

k
, (D.14)

which is an interesting result as it shows that the position noise is dependent on
neither the mass nor the damping, but just the spring constant and the tempera-
ture.

REFERENCES
[1] R. Kubo, The Fluctuation-Dissipation Theorem, Rep. Prog. Phys. 29, 255 (1966).

[2] W. F. van Gunsteren and H. J. C. Berendsen, Algorithms for Brownian Dynamics,
Mol. Phys. 45, 637 (1982).

http://dx.doi.org/10.1088/0034-4885/29/1/306
http://dx.doi.org/10.1080/00268978200100491


SUMMARY

This thesis aims to give a theoretical overview of electrical and mechanical ef-
fects in single-molecule junctions. As the name implies, single-molecule junc-

tions are devices that can probe the functionality of single molecules. Chapter 1
gives a brief overview of how single molecules can be contacted by electrodes in
experiments. Although already proposed in 1974, the first electrical measurements
on single molecules where not performed until the last decade of the previous
century. The initial attempts to understand the behavior of these molecules were
based on the mesoscopical theory of quantum dots. However, molecules differ
from quantum dots in many ways, not least because they exhibit mechanical mo-
tion, in the form of vibrations and even conformational changes, which allow a
molecule to function, for example, as a motor. This thesis explores in detail several
ways in which molecules differ from quantum dots, and how these differences can
be exploited in useful ways.

In chapter 2 we develop a theory for describing the behavior of single-molecule
junctions, based on the non-equilibrium Green’s function (NEGF) formalism. This
formalism allows us to obtain approximate solutions to the Schrödinger equation,
the governing equation in quantum mechanics, for infinitely large and possibly
non-equilibrium systems. The starting point in NEGF is the single particle; its in-
teractions with other particles in the system are gradually included up to the order
and accuracy desired. This works particularly well for molecules that are strongly
coupled to the leads, where the current-carrying electrons only feel the average
effect, or mean field, of the electrons on the molecule. For weakly coupled sys-
tems, however, the interactions on the molecule need to be taken into account to
all orders. It is then more convenient to start with the many-body states of the sys-
tem, instead of the single-particle states, and to describe the dynamics in terms
of transitions between those states. This approach is the master equation (ME)
formalism, the subject of chapter 3. Although in practical applications the starting
points are very different, the ME approach is closely related to the NEGF approach.
We show this explicitly by deriving the former from the latter.

Both approaches are applied to two simple example systems, or toy models
in chapter 4: the single-level quantum dot and the metallic island with a con-
stant density of states (DOS). These models are particularly useful for describing
capacitive interactions in molecular junctions. Chapter 5 shows that molecules
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in a junction are influenced not only by their electrostatic interactions with the
electrodes, but also by the charging and discharging of neighboring molecules or
metallic grains. These interactions lead to specific features in the current-voltage
(IV) characteristics of the junction, from which we can obtain information about
the electrostatic environment of the molecule. We show that these effects can be
conveniently described in terms of a capacitor network.

Although electrostatically single molecules behave similar to quantum dots,
mechanically they are quite different. Each molecular species has a unique vi-
brational spectrum. This fact is routinely exploited to identify molecules in solu-
tion or gas phase. In chapter 6 we show that the vibrational spectrum can also
be used to ‘fingerpint’ a weakly-coupled single molecule in a conductance mea-
surement. Selection rules for vibrational excitations are provided by the Franck-
Condon (FC) factors corresponding to a particular electronic transition. This is
also true for the spectrum of the light emitted from a single molecule. We obtain
excellent agreement between our ab initio calculations and conductance and elec-
troluminescence measurements.

The effect of vibrational excitations on the conductance of strongly-coupled
molecules differs fundamentally from the case of weakly-coupled molecules. In
chapter 7 we show that it is also possible to identify strongly-coupled molecules
from the vibrational spectrum obtained in inelastic tunneling spectroscopy (IETS)
measurements. However, the (approximate) selection rules are markedly different.
Our ab initio calculations again show good agreement with measurements.

The electrical and mechanical effects described in this thesis come together
in chapter 8, where we propose a design for an all-electric single-molecule motor.
By applying an oscillating gate field, we can exert a force on a rotor containing
a permanent electric dipole moment, and, under the right circumstances, drive
it into a unidirectional motion. The key aspect of this design is the conjugated
backbone of the molecule, which simultaneously provides the potential landscape
of the rotor orientation and a real-time measure of that orientation through the
modulation of the conductivity. Using quantum chemistry calculations, we show
that this approach provides full control over the speed and continuity of motion,
thereby combining electrical and mechanical control at the molecular level.



SAMENVATTING

Dit proefschrift probeert een theoretisch overzicht te geven van elektrische en
mechanische effecten in juncties van enkele moleculen. Zoals de naam al

doet vermoeden kunnen deze juncties gebruikt worden om de functionaliteit van
individuele moleculen te bestuderen. In hoofdstuk 1 staat een kort overzicht van
de verschillende experimentele methoden waarmee een molecuul tussen elektro-
den kan worden geplaatst. Moleculaire juncties zijn voor het eerst voorgesteld in
1974, maar het heeft tot het eind van de vorige eeuw geduurd voordat er voor het
eerst elektrische metingen aan individuele moleculen konden worden gedaan. De
eerste pogingen om het gedrag van deze moleculen te begrijpen waren gebaseerd
om de mesoscopische theorie van de quantum dots. Echter, moleculen verschillen
op een aantal belangrijke punten van quantum dots, niet in het minst omdat ze
kunnen bewegen. Men kan hierbij denken aan trillingen, maar ook aan struc-
turele veranderingen waardoor een molecuul bijvoorbeeld als een motor kan func-
tioneren. In dit proefschrift worden de verschillen tussen moleculen en quantum
dots bestudeerd en wordt er gekeken naar hoe deze verschillen kunnen worden
geëxploiteerd.

In hoofdstuk 2 wordt een theorie ontwikkeld om het gedrag van moleculaire
juncties te beschrijven. Deze theorie is gebaseerd op het non-equilibrium Green’s
function (NEGF) formalisme. Dit formalisme maakt het mogelijk om, bij benader-
ing, oplossingen te vinden van de Schrödinger vergelijken voor oneindig grote sys-
temen die bovendien (eventueel) uit evenwicht zijn. Het uitgangspunt binnen
NEGF is een enkel deeltje; de wisselwerkingen met andere deeltjes worden meege-
nomen tot de gewenste orde of nauwkeurigheid. Dit werkt bijzonder goed voor
moleculen die een sterke elektrische koppeling naar de elektroden hebben, en
waar de valentie elektronen slechts het gemiddelde effect, of mean field, van de
andere elektronen voelen. Voor zwak gekoppelde systemen daarentegen moeten
de interacties tot op alle ordes worden meegenomen. Het is dan in de praktijk
handiger de many-body toestanden van het systeem als uitgangspunt te nemen in
plaats van de enkele deeltjes. De dynamica van het systeem wordt dan beschreven
in termen van transities tussen deze many-body toestanden. Deze benadering
wordt het master equation (ME) formalisme genoemd en is het onderwerp van
hoofdstuk 3. Alhoewel de uitgangspunten verschillen bestaat er een nauw verband
tussen NEGF en ME, wat expliciet aantonen door ME af te leiden uit NEGF.
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Beide benaderingen worden in hoofdstuk 4 toegepast op twee simpele voor-
beeldsystemen, of toy models: de single-level quantum dot en het metallic island
met een constante density of states (DOS). Deze modellen vinden hun toepassing
in het beschrijven van de capacitieve interacties in moleculaire juncties. In hoofd-
stuk 5 laten we zien dat moleculen niet alleen beïnvloed worden door elektro-
statische interacties met de elektroden, maar ook door het laden en ontladen van
naburige moleculen of metaalkorreltjes. Deze wisselwerkingen zorgen voor spec-
ifieke kenmerken in de stroom-spanning eigenschappen van de junctie, waaruit
we informatie kunnen halen over de elektrostatische omgeving van het molecuul.
We laten tevens zien dat deze interacties op een handige manier kunnen worden
beschreven in termen van een netwerk van condensatoren.

Alhoewel het elektrostatische gedrag van moleculen lijkt op dat van quantum
dots, is hun mechanische gedrag zeer verschillend. Elk type molecuul heeft een
uniek vibrationeel spectrum. Voor moleculen in oplossing or in de gas fase wordt
dit feit geregeld uitgebuit om hen te identificeren. In hoofdstuk 6 laten we zien
dat het vibrationele spectrum ook gebruikt kan worden om een ‘vingerafdruk’ te
maken van zwak gekoppelde moleculen in elektrische geleidingsmetingen. Selec-
tieregels die bepalen welke trillingen betrokken zijn bij welke elektrische transi-
tie worden gegeven door de Franck-Condon factoren. Dit gaat ook op voor het
spectrum van licht dat wordt uitgezonden door moleculen in elektroluminescen-
tie. Onze ab initio berekeningen komen goed overeen met de metingen.

Het effect van mechanische trillingen op de geleiding van sterk gekoppelde
moleculen verschilt fundamenteel van dat van sterk gekoppelde moleculen. In
hoofdstuk 7 laten we zien dat het ook mogelijk is moleculen te identificeren aan
de hand van het vibrationele spectrum in inelastic tunneling spectroscopy (IETS)
metingen, hoewel de selectieregels voor de trillingen beduidend anders zijn. Ook
in dit geval zien we een goede overeenkomst tussen onze ab initio berekeningen
en de metingen.

De elektrische en mechanische effecten die in dit proefschrift zijn beschreven
komen bij elkaar in hoofdstuk 8, waar we een ontwerp presenteren voor een elek-
trische motor bestaande uit een enkel molecuul. De rotor in het molecuul bevat
een permanente elektrische dipool. Met een oscillerend gate-veld kan een kracht
worden uitgeoefend op de rotor, die een permanente elektrische dipool bevat, en
kan het molecuul worden aangedreven als motor. Het belangrijkste aspect van
het ontwerp is de conjugated backbone van het molecuul, die tegelijkertijd ver-
antwoordelijk is voor de potentiaal die de oriëntatie bepaald als voor de modu-
latie van de geleiding, waardoor de rotatie real-time kan worden gemeten. Met
behulp van kwantum-chemische berekeningen laten we zien dat dit ontwerp ons
volledige controle geeft over de snelheid en de continuïteit van de beweging en op
deze manier elektrische en mechanische combineert op de nanometerschaal.
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