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*What
*\Why

How
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Parallel computing = performance

* Parallel computing = using many cores to solve a single problem

* AlImost every x86 CPU is parallel (since ~2005)
* Workstations / compute nodes have multiple CPUs
* Clusters / supercomputers have multiple compute nodes
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What other stuff 1s out there

*GPU

- Thousands of cores that have high
dependencies and limited resources

- Excellent raw performance on pre-
optimized routines such as DGEMM

- CUDA / OpenCL language

e Xeon Phi

- ~060 cores that operate independently

- Promising for codes that rely less on
library routines

- 2nd gen can be a stand-alone chip
- OpenMP / MPI / OpenCL
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* Performance = frequency * IPC * Ncores

*|ncreasing “Instructions Per Cycle” is really hard

* Boosting frequency is easy, but that no longer works :-(

* Adding more cores at a lower frequency is the solution!
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Why we need to go parallel (NVidia)

40 Years of Microprocessor Trend Data

Transistors

It’s time to start (thousands)
planning for the end | single-Thread
Performan
of Moore’s Law, and | tomeair e 1%

it’s worth pondering
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just when.
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Original dala up 1o the year 2010 collecied and plofied by M. Horowitz, F. Labonie, O. Shacham, K. Olukotun, L Hammaond, and C, Batien
MNew plol and data collecied for 2010-2015 by K. Rupp




Laptop / Desktop / Workstation:
* Qut-of-the-box parallel calculations
* Windows, OSX and Linux supported

Cluster / Supercomputer (Linux):
* Parallel execution usually works out-of-the-box

* Queue system integration might need some changes in
ADFHOME/bin/start

* Read the installation manual for optimizations such as scratch space

* Contact support@scm.com if you need help!
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* Connect to the machine with SSH

*Set up your calculations with a text editor

* Submit them for execution

* Use adfreport to get results

*You can also use X11 forwarding to run the GUI remotely

OR: Set up your local ADF GUI for remote execution!
* Set up calculation on your local machine
* Select remote machine in ADFJobs queue
* Run your job!
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e See Installation manual / GUI manual (or the video for Windows)
* Quick demo!
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* ADF uses MPI, and is available in a couple of flavors

* ADF scales from 1 to a couple of 1000 CPU cores

* Do not forget about embarrassing parallel options!
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