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General Introduction

0.1 Introduction

In quantum chemistry we are interested in the physical properties of many-particle

systems like atoms, molecules and solids. These systems consist of electrons, protons

and neutrons which are all spin-1/2 fermions. The protons and neutrons together

form the nuclei of these systems. A complete (nonrelativistic) description of the

physics of these many-particle systems is governed by the quantum-mechanical wave

function Ψ(x1,x2, · · · ,xn, t), where n is the number of particles in the system and

the coordinates xi consist of the space-coordinate ri and the spin-coordinate σi. This

n-particle wave function can be obtained by solving the time-dependent Schrödinger

equation,

Ĥ(t)Ψ(x1,x2, · · · ,xn, t) = i
∂

∂t
Ψ(x1,x2, · · · ,xn, t), (1)

where Ĥ(t) is the Hamiltonian which consists of a kinetic energy operator and a

potential operator. Its expectation value describes the total energy of the system.

The exact form of the potential operator depends on the physical problem at hand. If

the potential is time-independent then the Schrödinger equation can be solved by the

method of separation of variables for separable initial states. The solution is then a

simple product of a purely time-dependent function and a function that only depends

on the positions of the particles. The solution for the latter function can be obtained

from the time-independent Schrödinger equation,

ĤΨ(x1,x2, · · · ,xn) = EΨ(x1,x2, · · · ,xn), (2)

where E is an eigenenergy of the n-particle system. The solution for the time-

dependent function is simply a phase factor. The expectation values of any oper-

ator can therefore be obtained without knowledge of this phase factor since it can-

cels out. To obtain these expectation values one can therefore solve Eq. (2) for

Ψ(x1,x2, · · · ,xn). However, for many-particle systems this equation is still much too
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difficult to solve. A widely used and accepted approximation to simplify this equation

is the so-called Born-Oppenheimer approximation. This approximation is based on

the large difference in mass of the electrons and nuclei. Since the nuclei are much

heavier than the electrons their movement is much slower than that of the electrons.

This means that for each instantaneous configuration of the nuclei the electrons are

approximately in a stationary state. We can therefore consider the nuclei to provide

a fixed frame for the electrons. The Schrödinger equation for the electronic system

in principle has to be solved for all possible configurations of the nuclei. However,

since the nuclei are very localized around their equilibrium positions in the body-

fixed frame we can consider them to be fixed at these positions, i.e., we replace their

probability distributions by delta functions. We have now reduced the problem to

solving the electronic part of Eq. (2). This problem cannot be solved exactly for

many-electron systems and in practice we need to make approximations by using

perturbation theory or variational methods. A well-known variational method is the

Hartree-Fock method. The main idea of this approach is that each electron moves

in a mean field generated by all other electrons and the external potential (e.g. the

nuclear potential). This means that the potential in the Hamiltonian can be ap-

proximated by an effective single-particle potential. Consequently we can write the

wave function as a Slater determinant of single-particle orbitals. We can then use the

Rayleigh-Ritz variational theorem to minimize the expectation value of the Hamilto-

nian with respect to this Slater determinant. This leads to the so-called Hartree-Fock

equations from which we can obtain the effective single-particle potential that gives

the lowest energy, the Hartree-Fock potential. Since this potential itself depends on

the single-particle orbitals of the Slater determinant the problem has to be solved

self-consistently. The Hartree-Fock wave function is often used as a reference wave

function in other methods like, for example, the configuration interaction method.

In this method one writes the exact wave function as an expansion of Slater deter-

minants of single-particle orbitals. The coefficients are determined by minimization

of the energy according to the variational theorem. In practice this expansion has

to be truncated at some point. Since the Hartree-Fock wave function is the Slater

determinant of single-particle orbitals that gives an energy closest to the true energy

it is a good starting point for this expansion. The remaining Slater determinants in

the expansion can then be obtained from all the possible excitations of one or more

electrons from occupied orbitals to unoccupied orbitals.

A different way to obtain the properties of many-electron systems without making

any explicit reference to the wave function was formulated in the 1960’s by Hohen-

berg, Kohn and Sham [1, 2]. This method called density-functional theory (DFT)

has as fundamental quantity the electron density. Hohenberg and Kohn showed in
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1964 that the external potential is a functional of the electron density. As a conse-

quence every ground-state property, and in particular the ground-state energy, is a

functional of the electron density. The advantages of such a theory are clear. Whereas

the complicated many-body wave function depends on three spatial variables for each

of the N electrons, the electron density is a collective variable which only depends

on three spatial variables, making the electron density a quantity that is easier to

deal with in practice. Furthermore, the electron density is also easier to deal with

from a conceptual point of view. Shortly after, in 1965, Kohn and Sham formulated

the idea that the electron density of a system of interacting particles under the in-

fluence of some external potential can be reproduced in a system of noninteracting

particles under the influence of an effective potential, the so-called Kohn-Sham poten-

tial. According to the Hohenberg-Kohn theorem this Kohn-Sham potential is also a

functional of the electron density. The Kohn-Sham formulation of DFT allows one to

write the Schrödinger equation as a set of single-particle equations that together with

the electron density can be solved in a self-consistent manner. Assuming that indeed

such a Kohn-Sham system of noninteracting particles exists this theory is exact. The

Kohn-Sham potential consists of the external potential, the Hartree potential, which

is the average Coulomb potential generated by all the electrons, and the so-called

exchange-correlation potential which contains all the remaining contributions. The

latter potential is the functional derivative of the exchange-correlation energy with

respect to the electron density. In practice we have to find approximations for the

exchange-correlation energy and the corresponding potential. We discuss the main

aspects of DFT in chapter 1.

In 1984 Runge and Gross formulated the time-dependent extension of the Hohen-

berg -Kohn theorem [3]. They showed that for two densities evolving from a common

initial state and generated by two external potentials that differ by more than a purely

time-dependent function and that both have a Taylor expansion around the initial

time cannot be the same. Therefore, for a given initial state, the expectation value

of any quantum mechanical operator is a unique functional of the density. One can

then introduce a time-dependent Kohn-Sham system to obtain equations that can be

solved in practice. This method is called time-dependent density-functional theory

(TDDFT). However, TDDFT can only be used to describe systems that are under

the influence of time-dependent fields that can be described by a time-dependent

scalar potential. A similar theory can be formulated for systems under the influence

of general time-dependent fields which need to be described by a time-dependent

vector potential. However, this theory has to be formulated in terms of the current

density instead of the density [4–6]. This theory is therefore called time-dependent

current-density-functional theory (TDCDFT). It has some other advantages as well
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when compared to TDDFT, especially when considering infinite systems. An efficient

way to describe infinite systems is by using periodic boundary conditions (PBC).

However, PBC artificially remove the effects of density changes at the surface [7]. For

example, when a system is perturbed by an electric field there will be a macroscopic

response of the system and there will be a current flowing through the interior with

a nonzero average. This macroscopic current is directly related through the conti-

nuity equation to a density change at the outer surface of the system but does not

correspond to a density change in the bulk of the system. The density change at the

surface of the system leads to a macroscopic screening field in the bulk of the system.

When using periodic boundary conditions this phenomenon cannot be described with

a functional of the bulk density alone [7] but it can be described by a functional of the

current density in the bulk. Some of these difficulties can be circumvented by use of

an expression which relates the density-density response function to the trace of the

current-current response function [8–10]. However, for anisotropic materials this rela-

tion only provides enough information to extract the trace of the dielectric tensor and

not its individual components. Furthermore, Vignale and Kohn showed that in the

case of time-dependent linear response theory, where one is interested in the response

to a small external perturbation, a local approximation of the exchange-correlation

potential, in general, does not exist if one wants to describe its dynamics in terms of

the density [11–13]. They also show that a local approximation for time-dependent

linear response theory does exist for the exchange-correlation vector potential in terms

of the current density. Therefore it can be more convenient and more efficient to use a

local functional of the current density instead of a nonlocal functional of the density.

We discuss TDDFT and TDCDFT in chapter 2.

In order to use TDCDFT in practice we need to have an approximation for the

exchange-correlation part of the vector potential. By studying a weakly perturbed

electron gas Vignale and Kohn derived an exchange-correlation vector potential that

is a local functional of the current density [12, 13]. By construction this functional

satisfies several conservation laws and symmetry relations. In this thesis we give

a discussion of the Vignale-Kohn functional in its application to extended systems.

Furthermore, we indicate in what way this functional may be improved upon.

0.2 Overview of the Thesis

As mentioned above an introduction to DFT and TD(C)DFT is given in chapters 1

and 2, respectively. Since we are interested in studying the response of a many-particle

system to a small external perturbation it is convenient to formulate the Kohn-Sham

equations within the linear response regime. In chapter 3 we show how to derive
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these equations. In chapter 4 we discuss the Vignale-Kohn (VK) expression for the

exchange-correlation vector potential. We show a derivation of this expression and

discuss the longitudinal and transverse parts of the exchange-correlation kernels of

the homogeneous electron gas that enter the VK functional. Furthermore, we discuss

the parametrizations for these kernels that were formulated by Conti, Nifos̀ı, and Tosi

(CNT) [14] and by Qian and Vignale (QV) [15].

In chapter 5 we compare the influence of the CNT and QV parametrizations for

longitudinal and transverse exchange-correlation kernels of the homogeneous electron

gas on the linear response properties of one-dimensional and three-dimensional poly-

acetylene. We show that the results strongly depend on the values of the exchange-

correlation part of the shear modulus. The spectra obtained with the CNT param-

etrization are relatively close to the spectra obtained in the adiabatic local density

approximation (ALDA), while the spectra obtained with the QV parametrization

largely differ from the ALDA spectra. We obtain roughly the same results when we

neglect the frequency dependence of the two parametrizations. This means that the

explanation for the difference between the QV spectra and the ALDA spectra is in

the dependence of the results on the transverse exchange-correlation kernel of the

homogeneous electron gas in the limit of vanishing frequency, since the longitudinal

part reduces to the ALDA in this limit. The transverse exchange-correlation kernel is

related to the exchange-correlation part of the shear modulus in the limit of vanishing

frequency. Unfortunately this quantity is only known approximately.

In chapter 6 we introduce an extrapolation method in order to compare our results

for the polarizability per unit cell of infinite polymer chains with results obtained for

finite polymer chains. In contrast to many extrapolation methods in the literature our

model is based on the physical properties of polymer chains. In our model we assume

that a polymer chain is well-described by a nonconducting cylinder with a radius much

smaller than its length, the so-called dielectric needle model. We show that within

this model the macroscopic screening disappears in the limit of a rod of infinite length.

This means that we can obtain the polarizability per unit chain of an infinite polymer

chain directly from a periodic boundary calculation. Furthermore we show that end

effects, which ultimately vanish in the infinite polymer chain, decrease only slowly

with increasing chain length. The dielectric needle also provides us with a procedure

to extrapolate the results for the polarizability per unit chain of finite polymer chains

to infinite length. We test our dielectric needle model on polyacetylene and the

hydrogen chain and we found values for the polarizability per unit cell obtained with

the two methods are in good agreement. This means that our dielectric needle model

is a good approximation to describe the dielectric properties of long polymer chains.

In chapter 7 we apply the VK functional to the calculation of the optical spectra of
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semiconductors. We discuss the results for silicon which is a typical case. If we use the

QV parametrization for the longitudinal and transverse exchange-correlation kernels

of the homogeneous electron gas the optical spectra collapse. We discuss possible

reasons for this failure. We show that the constraints on the degree of nonuniformity

of the ground-state density and the degree of spatial variation of the external potential

for which the VK functional is derived, are almost all violated. Furthermore, we argue

that the VK functional which is derived for a weakly perturbed electron gas in the

region above the particle-hole continuum is not suited to calculate optical spectra since

they are closely related to the particle-hole continuum. If we make the approximation

that the exchange-correlation part of the shear modulus is equal to zero, as was done

in the CNT parametrization we obtain optical spectra that are close to the spectra

obtained within the ALDA. This is simply a consequence of the fact that in this

approximation the VK functional reduces to the ALDA in the limit of vanishing

frequency and the fact that for the relevant frequencies in optical spectra the values

of the longitudinal and transverse exchange-correlation kernels of the homogeneous

electron gas are not very different from their values at zero frequency.

In chapter 8 we show how we include the VK expression in our formulation of the

linear response of metals. Since this functional is nonlocal in time we can take into

account relaxation effects due to electron-electron scattering in this way. We discuss

de different behavior of the inter- and intraband processes when the wave vector of

the perturbation is small. In the optical limit, where this wave vector vanishes, the

two sets of self-consistent equations are coupled when we include the VK functional

in our formulation. Because of the results mentioned above for the optical spectra of

semiconductors and the fact that we are mainly interested in the frequency dependence

of the exchange-correlation vector potential to describe relaxation effects we make the

approximation that the exchange-correlation part of the shear modulus is equal to zero

in all our calculations. In this way we obtain the dielectric function and the electron

energy loss spectra (EELS) of copper, silver and gold. The obtained results are in

good agreement with the results obtained in experiment. In contrast to the ALDA

results we obtain the Drude-like tail in the low-frequency part of the imaginary part

of the dielectric function. Furthermore, we now obtain the experimentally observed

sharp plasmon peak in the EELS of silver.

In chapter 9 we relieve the constraints on the wave vector of the perturbation

which restricts the formal application of the local VK functional by introducing a

nonlocal functional of the current density with a similar viscoelastic structure as

the VK functional. This nonlocal functional is constructed such that it satisfies the

same conservation laws and symmetry relations as the VK functional. In contrast to

the VK functional this nonlocal functional is almost completely determined by the
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longitudinal exchange-correlation kernel for low frequencies whereas the VK functional

is mainly determined by its transverse exchange-correlation kernel in this frequency

range. The optical spectra of silicon and gallium phosphide calculated with this

nonlocal functional collapse in a similar way as the spectra obtained with the VK

functional. If we use our nonlocal functional in which we only take into account the

uniform component of the current density we obtain results close to those obtained

in experiment provided we use an empirical prefactor. We therefore conclude that

we are considering the correct physics by using a functional of the current density

instead of a functional of the density but that a good current-density functional is

not available at the moment.



xviii General Introduction



Chapter 1

Density-Functional Theory

1.1 Introduction

The aim of density-functional theory (DFT) as formulated by Hohenberg, Kohn and

Sham [1,2] is to describe the properties of the ground state of a many-electron system

solely by the electron density without making any explicit reference to the many-

body wave function. In other words every ground-state property, and in particular

the ground-state energy, is a functional of the electron density. The advantages of such

a theory are clear. Whereas the complicated many-body wave function depends on

three spatial variables for each of the N electrons, the electron density is a collective

variable which only depends on three spatial variables, making the electron density

a quantity that is easier to deal with in practice. Furthermore, the electron density

is also easier to deal with from a conceptual point of view. That the ground-state

properties of a many-electron system can be obtained from the electron density alone

is, however, not obvious. We will present the proof of this fact, originally given in the

famous paper by Hohenberg and Kohn [1], in section 1.3.

An overview of the key concepts of DFT giving some background to the mathe-

matics involved can be found in Ref. [16]. Also several books have appeared on the

subject of DFT, two of which are listed in Refs. [17, 18].

1.2 Preliminaries

Consider a non-relativistic Hamiltonian Ĥ of a stationary many-body system

Ĥ = T̂ + V̂ + Ŵ , (1.1)
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where T̂ , V̂ and Ŵ are the operators corresponding to the kinetic energy, the external

potential and the two-particle interaction, respectively. They are explicitly given by:

T̂ =
N
∑

i=1

−1

2
∇2

i (1.2)

V̂ =

N
∑

i=1

v(ri) (1.3)

Ŵ =

N
∑

i>j

w(|ri − rj |), (1.4)

where N is the number of electrons. We assume that the two-particle interaction

w(|r|) is specified. In this work, for example, it will always be the Coulomb potential

w(|r|) = 1/|r|. We note that atomic units are used throughout this work. So both

T̂ and Ŵ are identical for all electronic systems, i.e., atoms, molecules and solids.

They differ only in the expression for the external potential v(r) and the number of

electrons N . Therefore, we can regard the properties of these systems as functionals

of the external potential v and the number of electrons N . In particular we can

consider the ground-state wave function |Ψ[v]〉 and the ground-state energy E[v] to

be functionals of v. They are related by the time-independent Schrödinger equation

Ĥv|Ψ[v]〉 = (T̂ + V̂ + Ŵ )|Ψ[v]〉 = E[v]|Ψ[v]〉, (1.5)

where we added the subscript v to the Hamiltonian to indicate that we consider Ĥ to

be a functional of v(r). Our objective now is to switch from v(r) as the basic variable

to the electron density ρ(r). This is possible because v(r) and ρ(r) are so-called

conjugate variables. We will show what we mean by this concept in the following.

We can write V̂ as

V̂ =

∫

drv(r)ρ̂(r), (1.6)

where we defined the density operator ρ̂(r) as

ρ̂(r) =

N
∑

i=1

δ(r − ri). (1.7)

The expectation value of V̂ is given by

〈Ψ|V̂ |Ψ〉 =

∫

drv(r)ρ(r), (1.8)
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where ρ(r) is the electron density. The expectation value of the density operator ρ̂(r)

is obtained from the many-body wave function |Ψ〉 according to

ρ(r) = 〈Ψ|ρ̂|Ψ〉 = N
∑

σ1···σN

∫

dr2 · · ·drN |Ψ(rσ1 · · · rNσN )|2, (1.9)

where we used the antisymmetry property of the many-body wavefunction. In the

above expression σi indicates the spin coordinate belonging to electron i. From Eq.

(1.8) we see that v(r) and ρ(r) are conjugate variables, i.e., the contribution of the

external potential v(r) to the energy is simply an integral of the product of the external

potential with the density ρ(r). It is this relation that makes it possible to prove that

the density of a ground state uniquely determines the external potential up to an

arbitrary constant and hence we can regard the ground-state properties of electronic

systems as functionals of the density ρ. For nondegenerate ground states this proof

is given in the famous paper by Hohenberg and Kohn [1]. We will show it in the next

section. The proof for degenerate ground states will be given in section 1.6.

1.3 Hohenberg-Kohn Theorem for Nondegenerate

Ground States

The Hohenberg-Kohn theorem states that the density ρ(r) of a nondegenerate ground

state uniquely determines the external potential v(r) up to an arbitrary constant. This

means one cannot find two potentials differing by more than a constant that yield the

same density. In the following proof of this theorem we will only consider potentials

in the Banach space L3/2 + L∞, because for those potentials we can rigorously prove

the Hohenberg-Kohn theorem. We have the usual physical constraints on the density,

ρ(r) ≥ 0 (1.10)
∫

drρ(r) = N, (1.11)

and furthermore we require that the expectation values for the kinetic energy and

the external potential of the many-body system are finite. The latter requirement is

explicitly given as
∣

∣

∣

∣

∫

drρ(r)v(r)

∣

∣

∣

∣

< ∞. (1.12)

Without going into the mathematical details we just like to mention that these four

constraints imply that we have potentials in the space L3/2 + L∞ [19]. That the con-

straints on the density lead to constraints on the external potential is a consequence
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of the fact that the density and external potential are conjugate variables. Finally,

we note that the Coulomb potential is in the space L3/2 + L∞.

Consider now the set of potentials V ⊂ L3/2 +L∞ that leads to a set of nondegen-

erate normalizable ground states Φ through the solutions of the Schrödinger equation.

Since we only consider nondegenerate ground states every external potential v(r) ∈ V
uniquely determines the ground-state wave function |Ψ[v]〉 ∈ Φ up to an arbitrary

phase factor. We have thus obtained the map

C : V → Φ. (1.13)

We now define the set A as the set of densities that can be constructed from the set

of nondegenerate ground states Φ through Eq. (1.9). This immediately gives a second

map

D : Φ → A. (1.14)

We will now prove that the maps C and D are invertible. Both proofs go by reductio ad

absurdum. In the case of map C we have to prove that two potentials v1(r), v2(r) ∈ V
that differ by more than a constant c, i.e., v1(r) 6= v2(r)+c, always yield two different

ground states |Ψ[v1]〉 and |Ψ[v2]〉, that is |Ψ[v1]〉 and |Ψ[v2]〉 differ by more than a

phase factor. Consider the Schrödinger equations for |Ψ[v1]〉 and |Ψ[v2]〉,

(T̂ + V̂1 + Ŵ )|Ψ[v1]〉 = E[v1]|Ψ[v1]〉, (1.15)

and

(T̂ + V̂2 + Ŵ )|Ψ[v2]〉 = E[v2]|Ψ[v2]〉. (1.16)

We now make the assumption |Ψ[v1]〉 = |Ψ[v2]〉 = |Ψ〉. Subtraction of the two equa-

tions then leads to

(V̂1 − V̂2)|Ψ〉 = (E[v1] − E[v2])|Ψ〉. (1.17)

Since V̂1 and V̂2 are multiplicative operators we see from Eq. (1.6) that if in some

region v1(r) 6= v2(r) + c then |Ψ〉 must vanish in that region for the above equa-

tion to hold. However, it is guaranteed by the unique continuation theorem that if

v1(r), v2(r) ∈ L3/2 +L∞ then |Ψ〉 cannot vanish on a set with nonzero measure. This

argument is explained in Ref. [19]. We have arrived at a contradiction which means

that |Ψ[v1]〉 and |Ψ[v2]〉 differ by more than a phase factor. We have thus proved that

the map C is invertible. Note that the above argument is valid only because v(r) and

ρ(r) are conjugate variables.

To prove that the map D is invertible we have to show that two nondegenerate

ground states |Ψ[v1]〉 and |Ψ[v2]〉 that correspond to potentials v1(r), v2(r) ∈ V and
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that differ by more than a phase factor cannot lead to the same density, i.e., ρ1(r) 6=
ρ2(r). The proof makes use of the Rayleigh-Ritz variation principle. We have

E[v1] = 〈Ψ[v1]|(T̂ + V̂1 + Ŵ )|Ψ[v1]〉
< 〈Ψ[v2]|(T̂ + V̂1 + Ŵ )|Ψ[v2]〉

= 〈Ψ[v2]|(T̂ + V̂2 + Ŵ )|Ψ[v2]〉 +

∫

dr[v1(r) − v2(r)]ρ2(r)

= E[v2] +

∫

dr[v1(r) − v2(r)]ρ2(r). (1.18)

By a similar argument we obtain the inequality

E[v2] < E[v1] +

∫

dr[v2(r) − v1(r)]ρ1(r). (1.19)

We now make the assumption ρ1(r) = ρ2(r). Adding the two inequalities then leads

to the contradiction

E[v1] + E[v2] < E[v1] + E[v2]. (1.20)

Therefore, two nondegenerate ground states that differ by more than a phase factor

cannot lead to the same density and we have thus proved that the map D is invertible.

Since both maps C and D are invertible we have shown that the density of a non-

degenerate ground state uniquely determines the external potential up to a constant,

thereby proving the Hohenberg-Kohn theorem.

Since according to the Hohenberg-Kohn theorem the density uniquely determines

the ground-state wave function up to a phase factor every ground-state expectation

value of an operator Ô is a unique functional of the density according to

O[ρ] = 〈Ψ[ρ]|Ô|Ψ[ρ]〉. (1.21)

We can now define the universal Hohenberg-Kohn functional FHK as

FHK[ρ] = 〈Ψ[ρ]|T̂ + Ŵ |Ψ[ρ]〉. (1.22)

It is universal in the sense that FHK does not include the system-dependent external

potential v(r) and we consider Ŵ to be fixed. The energy functional then becomes

E[ρ] =

∫

drv(r)ρ(r) + FHK[ρ]. (1.23)

Consider now a ground-state density ρ1(r) corresponding to an external potential

v1(r) and an energy E1. Then for any ground-state density ρ2(r) we have

Ev1
[ρ2] =

∫

drv1(r)ρ2(r) + FHK[ρ2] = 〈Ψ[ρ2]|T̂ + V̂1 + Ŵ |Ψ[ρ2]〉

≥ 〈Ψ[ρ1]|T̂ + V̂1 + Ŵ |Ψ[ρ1]〉 = Ev1
[ρ1] = E1. (1.24)
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We can thus obtain the ground-state energy E0 corresponding to a Hamiltonian with

external potential v0(r) by minimization of the functional Ev0
[ρ], i.e.,

E0 = inf
ρ∈A

Ev0
[ρ] = inf

ρ∈A

[∫

drv0(r)ρ(r) + FHK[ρ]

]

. (1.25)

This result for the energy functional is analogous to the Rayleigh-Ritz variational

principle for ground-state wave functions.

However, we do not have criteria from which we can know whether a given density

ρ(r) is in the set A. This is known as the v-representability problem. A density

ρ(r) is called v-representable if it is the density of a ground state of the Hamiltonian

(1.1) (with N and Ŵ specified) with some external potential v(r). By construction

the functionals FHK[ρ] and Ev0
[ρ] are defined only for v-representable densities. In

practice we need approximations for FHK[ρ]. Good approximations can be obtained

using the Kohn-Sham approach [2]. This approach makes use of functional derivatives.

Before we will discuss the Kohn-Sham theory in section 1.5 we will, therefore, first

give the definition of the functional derivative in the next section.

1.4 The Functional Derivative

Let G be a functional from a normed Banach space B to the real numbers R. If for

every h and positive number ǫ there exists a continuous linear functional δG/δf of h

in f ∈ B defined by
δG

δf
[h] = lim

ǫ→0

G[f + ǫh] − G[f ]

ǫ
, (1.26)

then δG/δf is called the Gâteaux derivative in f . The derivative δG/δf then only

depends on the point f where the derivative is taken. If the linear functional δG/δf

can be written in the following form,

δG

δf
[h] =

∫

drg(r)h(r), (1.27)

then we write

g(r) =
δG

δf(r)
, (1.28)

and call this the functional derivative of G[f ] with respect to f(r). Note that if all

h(r) are subject to the constraint
∫

drh(r) = 0, (1.29)

as is the case for δρ(r) for example, then according to Eq. (1.27) the functional

derivative δG/δf(r) is uniquely defined up to a constant.
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1.5 Kohn-Sham Theory

Hohenberg and Kohn have provided us with an elegant approach to obtain the ground-

state density and energy through the minimum principle, Eq. (1.25). However, we

do not know any practically applicable forms of FHK[ρ]. Kohn and Sham thought

of a scheme that leads to an expression for FHK[ρ] [2], of which only a specific part

of FHK[ρ], the so-called exchange-correlation energy Exc[ρ], requires approximation.

Their idea was that the density ρ(r) of a system of interacting particles with external

potential v(r) could be reproduced in a system of noninteracting particles with some

external potential vs(r). In the following we will show how this concept leads to the

so-called Kohn-Sham equations, a set of equations that can be solved in practice once

a choice for Exc[ρ] is made. We do this by means of a Legendre transform as was

shown by van Leeuwen [16, 20].

Starting from Eq. (1.5) we see that we can write the ground-state energy as a

functional of the external potential v(r) according to

E[v] = 〈Ψ[v]|Ĥv|Ψ[v]〉. (1.30)

Our goal is now to switch from the external potential as the basic variable to the

electron density ρ(r). Again we will see that the reason this is possible is because the

potential and the density are conjugate variables. We make use of this relation now

that we will take the functional derivative of Eq. (1.30) with respect to the potential

v(r). We obtain

δE

δv(r)
=

〈

δΨ

δv(r)

∣

∣

∣Ĥv

∣

∣

∣Ψ

〉

+

〈

Ψ
∣

∣

∣Ĥv

∣

∣

∣

δΨ

δv(r)

〉

+

〈

Ψ

∣

∣

∣

∣

∣

Ĥv

δv(r)

∣

∣

∣

∣

∣

Ψ

〉

= E[v]
δ

δv(r)
〈Ψ|Ψ〉 + 〈Ψ|ρ̂(r)|Ψ〉 = ρ(r), (1.31)

where we used the Schrödinger equation (1.5) and the fact that the wave function

|Ψ〉 is normalized, i.e., 〈Ψ|Ψ〉 = 1. Note that the equation above is just a functional

generalization of the Hellmann-Feynman theorem [21]. The above result now allows

us to switch from the external potential v(r) to the electron density ρ(r) as the basic

variable by defining the Legendre transform

F [ρ] = E[v] −
∫

drv(r)ρ(r) = 〈Ψ[v]|T̂ + Ŵ |Ψ[v]〉, (1.32)

where v(r) must now be regarded as a functional of ρ. The Hohenberg-Kohn theorem

guarantees that this mapping is unique. Since v(r) is a unique functional of ρ we see

from Eq. (1.22) that we have the identity

F [ρ] ≡ FHK[ρ]. (1.33)
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Remember that FHK[ρ] is defined only for the set of v-representable densities. With

the result obtained in Eq. (1.31) we can now derive the functional derivative of FHK[ρ]

with respect to ρ(r). We obtain

δFHK

δρ(r)
=

∫

dr′
δE

δv(r′)

δv(r′)

δρ(r)
− δ

δρ(r)

∫

dr′ρ(r′)v(r′)

=

∫

dr′ρ(r′)
δv(r′)

δρ(r)
−
∫

dr′
δρ(r′)

δρ(r)
v(r′) −

∫

dr′ρ(r′)
δv(r′)

δρ(r)

= −
∫

dr′δ(r − r′)v(r′) = −v(r), (1.34)

where in the first line we used the functional generalization of the chain rule. In the

above expression we left implicit that the functional derivative of FHK with respect to

the density is defined up to a constant as discussed in the previous section. To arrive

at the Kohn-Sham equations we do similar derivations for a system of noninteracting

particles. Starting from the energy functional for a system of noninteracting particles

with external potential vs(r) and with ground-state wave function Φ[vs] according to

Es[vs] = 〈Φ[vs]|T̂ + V̂s|Φ[vs]〉, (1.35)

we obtain its Legendre transform

Fs[ρ] = Es[vs] −
∫

drvs(r)ρ(r) = 〈Φ[vs]|T̂ |Φ[vs]〉, (1.36)

and the functional derivatives

δEs

δvs(r)
= ρ(r), (1.37)

δFs

δρ(r)
= −vs(r). (1.38)

Since Fs[ρ] in Eq. (1.36) is just the kinetic energy of a system of noninteracting

particles with potential vs(r) and density ρ(r) it is usually denoted by Ts. In the

following we will adopt this convention. We now define the exchange-correlation

functional Exc[ρ] by the equation

FHK[ρ] = Ts[ρ] +
1

2

∫

drdr′ρ(r)ρ(r′)w(|r − r′|) + Exc[ρ]. (1.39)

Here an important assumption has been made, namely that the functionals F [ρ]

and Ts[ρ] are defined on the same domain of densities. We thus assume that for

a given ground-state density of an interacting system with potential v(r) there is

a noninteracting system with potential vs(r) that has the same density. In other
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words, we assume that the density of the interacting system is noninteracting v-

representable. We will discuss whether this assumption is justified in section 1.7.

Taking the functional derivative with respect to the density ρ(r) of Eq. (1.39) leads

to

vs(r) = v(r) +

∫

dr′ρ(r′)w(|r − r′|) + vxc(r), (1.40)

where we defined

vxc(r) =
δExc

δρ(r)
(1.41)

as the exchange-correlation potential. Since |Φ〉 is the ground-state wave function of

a system of noninteracting particles we can write it as an anti-symmetrized product

of single-particle orbitals φi(r), i.e., a Slater determinant. Combining Eqs. (1.32) and

(1.39) we obtain

E[v] =

N
∑

i=1

−1

2

∫

drφ∗
i (r)∇2φi(r) +

∫

drv(r)ρ(r)

+
1

2

∫

drdr′ρ(r)ρ(r′)w(|r − r′|) + Exc[ρ]. (1.42)

Furthermore, the Schrödinger equation can now be written as a set of single-particle

equations according to
(

−1

2
∇2 + v(r) +

∫

dr′ρ(r′)w(|r − r′|) + vxc(r)

)

φi(r) = ǫiφi(r), (1.43)

where the ǫi are the Kohn-Sham orbital eigenvalues and the ground-state density ρ(r)

is given by

ρ(r) =

N
∑

i=1

|φi(r)|2, (1.44)

The above three equations constitute the Kohn-Sham equations [2]. If we have an

approximation for Exc[ρ] we can calculate the exchange-correlation potential vxc(r)

and solve the orbital equations (1.43) and (1.44) self-consistently. With the density

obtained in this way we can then find the ground-state energy of the system from Eq.

(1.42). To summarize, we have converted the ground-state problem into the problem

of solving the Kohn-Sham equations. This means we no longer need to approximate

the whole functional FHK[ρ] but instead we need to find good approximations for its

exchange correlation part Exc[ρ] and its functional derivative vxc(r).

Finally, we note that the Kohn-Sham wave function constructed from the N lowest

Kohn-Sham orbitals is not intended to be an approximation to the true ground-state

wave function and the Kohn-Sham eigenvalues are not generally related to the exci-

tation energies of the system. However, the eigenvalue corresponding to the highest
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occupied Kohn-Sham orbital has a clear physical meaning. In finite systems it is equal

to the negative of the true ionization potential provided that the Kohn-Sham poten-

tial vanishes at infinity [22,23]. Furthermore, it can be shown that the eigenvalues of

the other occupied Kohn-Sham orbitals are close to the true ionization energies [24].

In the case of a metal it can be proved rigorously that it is equal to the true Fermi

energy of the system [25]. However, the shape of the Kohn-Sham Fermi surface is, in

general, different from that of the true Fermi surface [26].

1.6 Hohenberg-Kohn Theorem for Degenerate

Ground States

In this section we will extend the Hohenberg-Kohn theorem to systems that have

a degenerate ground state. For these systems the external potential v(r) no longer

uniquely determines the ground-state wave function. Instead, one obtains a linearly

independent set of q different ground states. This means that the expectation value

of any operator (except of course the total energy) depends on the choice we make

from which ground state out of the ground-state manifold this expectation value is

calculated. In particular, we have for the density operator that, in general, different

ground states out of the ground-state manifold do not lead to the same density.

Therefore, the ground-state density is no longer a unique functional of the external

potential in the case of systems that have a degenerate ground state. However, we will

show that every ground state density still uniquely determines the external potential

that generated it up to an arbitrary constant. This means that the Hohenberg-

Kohn theorem as formulated in the case of nondegenerate ground states still holds

in the case of degenerate ground states. Before we come to proof the Hohenberg-

Kohn theorem for degenerate ground states we start by giving a generalization of the

densities that we will consider. Instead of pure-state densities, which are densities

that come from an eigenstate of the Hamiltonian Ĥ , we will now consider ensemble

densities. In order to define these densities we introduce for a q-fold degenerate ground

state {|Ψi〉, i = 1 · · · q} the density matrix

D̂ =

q
∑

i=1

λi|Ψi〉〈Ψi|
q
∑

i

λi = 1 (0 ≤ λi ≤ 1), (1.45)

where the ground-state wave functions |Ψi〉 are chosen to be orthonormal. We now

define the ground-state expectation value of an operator Ô by

〈O〉 = TrD̂Ô, (1.46)
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in which the trace operation Tr is defined as

TrÂ =
∞
∑

i=1

〈Φi|Â|Φi〉, (1.47)

where the |Φi〉’s form an arbitrary complete set of orthonormal states. The trace is

independent of the complete set of states that is chosen. Therefore, we can choose

that complete set to be the set of eigenstates of the Hamiltonian Ĥ. We then obtain

TrD̂Ô =

∞
∑

i

〈Ψi|D̂Ô|Ψi〉 =

q
∑

i

λi〈Ψi|Ô|Ψi〉, (1.48)

which defines the expectation value of an operator Ô in an ensemble described by

density matrix D̂. For the expectation value of the density operator ρ̂ we thus obtain

ρ(r) = TrD̂ρ̂ =

q
∑

i

λi〈Ψi|ρ̂|Ψi〉 =

q
∑

i=1

λiρi(r), (1.49)

where ρi(r) is the density corresponding to the ground state |Ψi〉. The densities ρ(r)

obtained in this way from an orthonormal set of ground states {|Ψi〉, i = 1 · · · q}
corresponding to an external potential v(r) we will call ensemble v-representable den-

sities. We denote the set of ensemble v-representable densities generated by external

potentials in the space L3/2 +L∞ by B. If a density can be written as ρ(r) = 〈Ψ|ρ̂|Ψ〉
with |Ψ〉 a ground state corresponding to an external potential v(r), then we will

call ρ(r) a pure-state v-representable density. Therefore, the set of pure-state v-

representable densities is a subset of the set of ensemble v-representable densities.

The Hohenberg-Kohn theorem for degenerate ground states now reads: Every ensem-

ble v-representable density uniquely determines the external potential that generated

it up to an arbitrary constant. This means that if two density matrices D̂1 and

D̂2 that lead to the ensemble densities ρ1(r) and ρ2(r) correspond to the ground-

state ensembles for external potentials v1(r) and v2(r) with v1(r) 6= v2(r) + c, then

ρ1(r) 6= ρ2(r). The proof is analogous to that for the nondegenerate case.

Suppose we have an external potential v1(r) that generates the ground-state mul-

tiplet A1 = {|Φi〉, i = 1 · · · q1} and an external potential v2(r) that generates the

ground-state multiplet A2 = {|Ψi〉, i = 1 · · · q2}. Without loss of generality, we can

choose all the wave functions within the multiplets to be orthonormal. Since the

expectation value for the ground-state energy is the same for every ground state |Φi〉
in A1 and likewise the expectation value for the ground-state energy is the same for

every ground state |Ψi〉 in A2, we can use the same arguments we used in the proof

of the invertibility of the map C in section 1.3. We thus immediately see that none of
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the ground-state wave functions in the sets A1 and A2 are the same. In particular,

since the sets A1 and A2 are only defined to within a unitary transformation, there

is no |Ψi〉 in A2 that is a linear combination of the |Φi〉 in A1. As a consequence,

two ground-state ensemble density matrices generated from the ground-state wave

functions in A1 and A2 are different, i.e.,

D̂1 =

q1
∑

i=1

λi|Φi〉〈Φi| 6=
q2
∑

i=1

µi|Ψi〉〈Ψi| = D̂2

q1
∑

i=1

λi =

q2
∑

i=1

µi = 1. (1.50)

This follows, for instance, by taking the inner product on both sides with |Ψm〉 since

the |Ψi〉 are not linear combinations of the |Φi〉. We have thus proved that the sets of

ground-state density matrices corresponding to two different external potentials v1(r)

and v2(r) are disjoint. We are left to prove that the ground-state density matrices in

these sets lead to different densities. Consider the Hamiltonians Ĥ1 = T̂ + V̂1 + Ŵ

and Ĥ2 = T̂ + V̂2 + Ŵ . For Ĥ2 we now show that we have the following inequality

TrD̂1Ĥ2 > TrD̂2Ĥ2. (1.51)

This follows immediately from

TrD̂1Ĥ2 =

q1
∑

i=1

λi〈Φi|Ĥ2|Φi〉

>

q1
∑

i=1

λi〈Ψi|Ĥ2|Ψi〉 =

q1
∑

i=1

λiE[v2] = E[v2] (1.52)

=

q2
∑

i=1

µi〈Ψi|Ĥ2|Ψi〉 = TrD̂2Ĥ2. (1.53)

We can now again proceed in a similar as we did for the nondegenerate case. We have

E[v1] = TrD̂1Ĥ1 = TrD̂1(Ĥ2 + V̂1 − V̂2) = TrD̂1Ĥ2 +

∫

dr(v1(r) − v2(r))ρ1(r)

> TrD̂2Ĥ2 +

∫

dr(v1(r) − v2(r))ρ1(r) = E[v2] +

∫

dr(v1(r) − v2(r))ρ1(r).(1.54)

Similarly we obtain the inequality

E[v2] > E[v1] +

∫

dr(v2(r) − v1(r))ρ2(r). (1.55)

We now make the assumption ρ1(r) = ρ2(r). Adding the two inequalities then leads

again to the contradiction

E[v1] + E[v2] < E[v1] + E[v2]. (1.56)
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Therefore, D̂1 and D̂2 must yield different densities. This concludes the proof of the

Hohenberg-Kohn theorem for degenerate ground states.

We note that within a given set of ensemble ground-state density matrices two

different matrices corresponding to the same potential (modulo a constant) can yield

the same density. However, if two ensemble ground-state density matrices yield the

same density then also the energy TrD̂Ĥ is the same for both density matrices. This

means we can now define a universal functional FEHK according to

FEHK = TrD̂[ρ](T̂ + Ŵ ), (1.57)

which is simply an extension of FHK, i.e.,

FEHK[ρ] = FHK[ρ] ifρ ∈ A. (1.58)

Similarly, we can now define an extension of the energy functional Ev[ρ] to the set of

ensemble-v-representable densities as

Ev[ρ] =

∫

drv(r)ρ(r) + FEHK = TrD̂[ρ]Ĥ. (1.59)

Furthermore, it is easy to prove that we also have a minimization condition for FEHK

which is given by

E0 = inf
ρ∈B

Ev0
[ρ] = inf

ρ∈B

[∫

drv0(r)ρ(r) + FEHK[ρ]

]

. (1.60)

Finally, we note that it can be shown that there exist ensemble v-representable den-

sities that are not pure-state v-representable densities [19, 27].

1.7 The Lieb Functional and Noninteracting v-

Representability

In the case that we have a system with a degenerate ground state it is clear that,

with the exception of the energy, the expectation values of all observables depend

on the ground state of the manifold we choose to calculate them from. This then

obviously leads to a serious problem for the definition of general density functionals

and their functional derivatives. For example, the functional derivative of the total

energy E with respect to the potential v(r) as calculated in Eq. (1.31) does not have

an equivalent in the case of a degenerate ground state because the outcome of Eq.

(1.26) then depends on the particular choice we make for the function h. This can

be seen from the definition in Eq. (1.26), where ǫh lifts the degeneracy favoring a
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particular state out of the manifold to have the lowest energy. Taking the limit ǫ → 0

then leads to a functional derivative that is equal to the density corresponding to the

state h has picked out. The question now is whether the functional derivative of FEHK

with respect to the density exists. The existence of such a functional derivative will

enable us to set up the Kohn-Sham equations for ensemble v-representable densities

in a similar way as in the nondegenerate case. It can be shown using linear response

theory [16] that for a system with a degenerate ground state and external potential

v(r) there exists the functional derivative of FEHK with respect to the density ρ(r)

only for a certain set of ground-state densities. The densities in this set correspond to

pure states that can be obtained from a perturbed system with potential v(r)+ǫδv(r)

in the limit ǫ → 0. However, as we noted in the previous section there are ensemble

v-representable densities that are not a pure-state v-representable density. Consider

now an ensemble corresponding to such a density with external potential v(r). If

we lift the degeneracy by changing the potential to v(r) + ǫδv(r) then for ǫ > 0 the

ensemble will become a pure state and the density will change abruptly. Therefore,

the functional derivative of FEHK with respect to a general ensemble v-representable

density ρ(r) does not exist. As was shown in the numerical studies of Schipper et al.

this poses a serious problem [28, 29]. For they showed that there exist ground-state

densities of interacting systems that are not pure-state densities of a noninteracting

system. This means that the formulation of a Kohn-Sham approach for arbitrary

ensemble v-representable densities is needed. However, using the constrained search

approached introduced by Levy [30] we can define an extension of the functional FEHK

to a larger set of densities that does have a functional derivative with respect to a

general ensemble v-representable density ρ(r). This is the Lieb functional FL [19]

which is defined as

FL[ρ] = inf
D̂→ρ

TrD̂(T̂ + Ŵ ), (1.61)

where the infimum is searched over all N -particle density matrices

D̂ =

∞
∑

i=1

λi|Ψ〉〈Ψi|
∞
∑

i=1

λi = 1, (1.62)

which yield the prescribed density ρ(r) = TrD̂ρ̂(r). The N -particle functions |Ψi〉
form an orthonormal set. One can prove that the infimum is in fact a minimum [19].

This means that one can always find a minimizing density matrix. Obviously FL is

equal to FEHK for all ensemble v-representable densities, i.e.,

FL[ρ] = FEHK[ρ] ρ ∈ B, (1.63)
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which follows immediately from the minimization condition. We now define the energy

functional

Ev[ρ] =

∫

drv(r)ρ(r) + FL[ρ]. (1.64)

It is easy to show that Ev[ρ] assumes its minimum value at the correct ground-state

density ρ0(r) corresponding to the external potential v(r). This follows from

Ev[ρ] = inf
D̂→ρ

TrD̂Ĥ ≥ TrD̂[ρ0]Ĥ = Ev[ρ0]. (1.65)

We have thus shown that FL is a proper extension of FEHK.

It turns out that FL has some convenient properties that will allow us to put the

Kohn-Sham theory on a rigorous basis. It can be proved that FL is differentiable with

respect to all ensemble v-representable densities and nowhere else [31]. The functional

derivative of FL with respect to a given ensemble v-representable density ρ(r) is

δFL

δρ(r)
= −v(r), (1.66)

where v(r) is the external potential that generated the density ρ(r). For practical

purposes we would of course like to know which densities are ensemble v-representable.

It turns out that one can prove that the set of ensemble v-representable densities is

dense in the set of all admissable densities [16]. In other words one can always find

an ensemble v-representable density arbitrarily close to any admissable density. This

result will enable us to justify the assumption made by Kohn and Sham that there

exists an auxiliary noninteracting system which yields the same ground-state density

as the true interacting system. We define the functional TL[ρ] as

TL[ρ] = inf
D̂→ρ

TrD̂T̂ , (1.67)

which is simply the Lieb functional FL[ρ] with the two-particle interaction Ŵ omitted.

The functional TL[ρ] has the same properties as FL[ρ] because the properties derived

for FL[ρ] do not depend on Ŵ . Therefore, TL[ρ] is differentiable with respect to all

non-interacting ensemble v-representable densities and nowhere else. This set of non-

interacting densities we will denote by B0. The functional derivative of TL[ρ] with

respect to a noninteracting ensemble v-representable density ρ(r) is given by

δTL

δρ(r)
= −vs(r), (1.68)

where the potential vs(r) generates the density ρ(r) in a system of noninteracting par-

ticles. The results (1.66) and (1.68) enable us to set up the Kohn-Sham equations for
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general ensemble v-representable densities along the same lines as in section 1.5. The

question remains, however, if a general interacting ensemble v-representable density

is non-interacting ensemble v-representable, that is, are the sets B and B0 the same?

So far this has not been rigorously proved. However, it can be proved that the set B0

is dense in the set B, and vice versa [16]. In other words, for every density in the set of

interacting ensemble v-representable densities B there is a non-interacting ensemble

v-representable density in the set B0 that is arbitrarily close to it. This means that

we can now set up a Kohn-Sham scheme that generates a given interacting ensemble

v-representable density to arbitrary accuracy. As in section 1.5 we start by defining

the exchange-correlation functional Exc[ρ] for the Lieb functional according to

FL[ρ] = TL[ρ] +
1

2

∫

drdr′ρ(r)ρ(r′)w(|r − r′|) + Exc[ρ]. (1.69)

Since FL[ρ] is differentiable on the set B and nowhere else and TL[ρ] is differentiable

on the set B0 and nowhere else it follows that Exc[ρ] is differentiable on the set B∩B0

and nowhere else. Taking the functional derivative with respect to the density ρ(r)

of Eq. (1.69) on the set B ∩ B0 leads to

vs(r) = v(r) +

∫

dr′ρ(r′)w(|r − r′|) + vxc(r), (1.70)

where the exchange-correlation potential is defined in Eq. (1.41). Both the density

and the expectation value of TL[ρ] now have to be calculated from the ground-state

ensemble D̂s[ρ] of the Kohn-Sham system given by

D̂s[ρ] =

q
∑

i=1

µi|Φi〉〈Φi|, (1.71)

which consists of q degenerate ground states |Φi〉. The Kohn-Sham equations now

become [32]

E[v] =

M
∑

i=1

q
∑

i=1

−1

2
µ̃i

∫

drφ∗
i (r)∇2φi(r) +

∫

drv(r)ρ(r) +

1

2

∫

drdr′ρ(r)ρ(r′)w(|r − r′|) + Exc[ρ]

M
∑

i

µ̃i = N (M ≥ N) (1.72)

(

−1

2
∇2 + v(r) +

∫

dr′ρ(r′)w(|r − r′|) + vxc(r)

)

φi = ǫiφi (1.73)

ρ(r) = TrD̂s[ρ]ρ̂(r) =

q
∑

i=1

µi〈Φi|ρ̂(r)|Φi〉 =

M
∑

i=1

µ̃i|φi(r)|2, (1.74)
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where 0 ≤ µ̃i ≤ 1. Again, the latter two equations have to be solved self-consistently

for a given approximation of Exc[ρ] and vxc(r). With the density obtained in this way

the ground-state energy can obtained from Eq. (1.72). Finally, we note that so far we

required that an ensemble v-representable density can be generated by a ground-state

ensemble of a noninteracting system. Whether such a density can be generated by an

ensemble of ground-state Slater determinants, or even by a single Slater determinant,

remains on open question.

1.8 Exchange-Correlation Functionals

In order to apply the theory outlined in the previous sections we need an approxima-

tions for the exchange-correlation functional Exc[ρ]. The first approximation that was

widely used is the so-called local density approximation (LDA). In this approximation

Exc[ρ] is given by

ELDA
xc [ρ] =

∫

drǫh
xc(ρ(r)), (1.75)

where ǫh
xc(ρ) is the exchange-correlation energy per unit volume of a homogeneous

electron gas of density ρ. The corresponding exchange-correlation potential is given

by

vLDA
xc [ρ] =

dǫh
xc(ρ)

dρ

∣

∣

∣

∣

ρ(r)

. (1.76)

From the above expressions it is clear that the LDA approximates the true inhomo-

geneous system locally by a homogeneous electron gas. This is a very crude approxi-

mation and therefore one would expect that it will only work well in systems with a

slowly varying density. However, it turns out that this simple approximation works

rather well even in very inhomogeneous systems such as atoms and molecules. It is

believed that the main reason for its success is that the LDA satisfies the following

important sum rule
∫

dr′[g(r, r′) − 1]ρ(r′) = −1, (1.77)

where g(r, r′) is the so-called pair-correlation function which is defined as the nor-

malized probability of finding an electron at r′ given that at the same time there is

another electron at r. The integrand in Eq. (1.77) is commonly referred to as the

exchange-correlation hole. It describes the change of the average density at r′ due to

the presence of an electron at r. When integrated over all space it should give −1

because the electron at r is nowhere else in space which means that there is a net

deficiency of exactly one electron in the rest of the system.
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There are also some notable failures of the LDA. We will briefly discuss two of

them. Since the exchange-correlation potential is proportional to the density it falls of

exponentially at large distances from the nucleus instead of approaching zero as −1/r.

This is the correct behavior because at large distance the electron sees the Coulomb

potential of the positively charged ion that it has left behind which is equal to −1/r.

Since at large distance the nuclear potential and the Hartree potential cancel each

other the exchange-correlation potential must decay as −1/r. A second well-known

failure of the LDA is the systematic underestimation of the band gap of semiconduc-

tors and insulators due to the absence of derivative discontinuities in the LDA. This

means that the LDA exchange-correlation energy functional does not show a jump

in its magnitude upon removal or addition of an infinitesimal fraction of the integer

number of electrons [18]. It is clear from the definition in Eq. (1.75) that the LDA

exchange-correlation energy functional changes continuously upon such a removal or

addition. The exact derivative discontinuity ∆xc in the exchange-correlation energy

functional is given by the difference between the true gap Eg and the Kohn-Sham gap

Eg,s,

∆xc = Eg − Eg,s. (1.78)

The gap Eg is defined as the difference between the ionization energy and the electron

affinity energy of the true interacting system and Eg,s is the equivalent quantity for

the noninteracting Kohn-Sham system.

The obvious way to go beyond the LDA is to extend the exchange-correlation

functional with terms containing gradients of the density. Through the inclusion

of these gradients changes in the density can be measured and this can then be

expected to lead to an improvement of the results. This so-called gradient expansion

approximation (GEA) [1, 33, 34] has the following form

EGEA
xc [ρ] = ELDA

xc [ρ] +

∫

drf1(ρ(r))(∇ρ(r))2 +

∫

drf2(ρ(r))(∇2ρ(r))2 + · · · , (1.79)

where the functions fi(ρ) are uniquely determined by the density response functions

of the homogeneous electron gas. In practice, however, the GEA is often found to give

results that are less accurate than that obtained with the LDA. The reason is that

although the short-range behavior of the exchange-correlation hole is improved in the

GEA the long-range behavior becomes worse leading to the violation of the sum rule

(1.77). This problem of the GEA has been cured in the so-called generalized-gradient

approximations (GGA). They have the following form for the exchange-correlation

functional

EGGA
xc [ρ] =

∫

drf(ρ(r),∇ρ(r)). (1.80)
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The function f is then chosen in such a way that it corrects the improper long-range

behavior of the exchange-correlation hole in the GEA and satisfies again the sum rule

(1.77) as well as other exact constraints. Several forms of f have been proposed. For

an overview of GGA functionals see Ref. [35]. Finally, we note that van Leeuwen

en Baerends [36] introduced an exchange-correlation potential with the correct 1/r

long-range behavior, thereby solving one of the shortcomings of the LDA (and GGA).

Unfortunately, as of yet no systemic way has been proposed to introduce derivative

discontinuities in the exchange-correlation energy functional.
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Chapter 2

Time-Dependent

(Current-)Density-Functional

Theory

2.1 Introduction

In stationary DFT the Hohenberg-Kohn theorem guarantees that the ground-state

density uniquely determines the external potential up to an arbitrary constant. One

may wonder if a similar statement can be made for time-dependent densities and

potentials. The proof that indeed there is such a statement was given by Runge and

Gross and will be presented in section 2.3. It is not just a simple extension of the

Hohenberg-Kohn theorem since that relies on the Rayleigh-Ritz variational principle

for the energy of which there is no equivalent in the time-dependent case. As we

will show the Runge-Gross proof is based directly on the time-dependent Schrödinger

equation. The Runge-Gross theorem provides the basis for time-dependent density

functional theory (TDDFT). A review of TDDFT can be found in Ref. [37]. An

overview of the key concepts of TDDFT is given in Ref. [20].

2.2 Preliminaries

Consider a particle system under the influence of some time-dependent external field.

For the moment we will only consider systems in which this time-dependent exter-

nal field can be described by a time-dependent scalar potential v(r, t). The time-
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dependent Hamiltonian of such a many-particle system is given by

Ĥ(t) = T̂ + V̂ (t) + Ŵ , (2.1)

where the kinetic energy T̂ and the two-particle interaction Ŵ are defined in Eqs.

(1.2) and (1.4). The time-dependent external potential V̂ (t) is given by

V̂ (t) =

∫

drv(r, t)ρ̂(r), (2.2)

where the density operator ρ̂(r) is defined in Eq. (1.7). The dynamics of this system

can be obtained by solving the time-dependent Schrödinger equation

i
∂

∂t
|Ψ(t)〉 = Ĥ(t)|Ψ(t)〉, (2.3)

evolving from a fixed initial state |Ψ(t0)〉 = |Ψ0〉. This initial state is often taken to be

the ground state. The time-dependent density ρ(r, t) is obtained as the expectation

value of the density operator with the time-dependent many-particle wave function

|Ψ(t)〉,
ρ(r, t) = 〈Ψ(t)|ρ̂(r)|Ψ(t)〉. (2.4)

Using the quantum mechanical equation of motion for the expectation value of an

arbitrary operator Â(t),

∂

∂t
〈Ψ(t)|Â(t)|Ψ(t)〉 = 〈Ψ(t)|

(

∂Â(t)

∂t
− i[Â(t), Ĥ(t)]

)

|Ψ(t)〉, (2.5)

we obtain for the time-dependent density the well-known continuity equation

∂

∂t
ρ(r, t) = −i〈Ψ(t)|[ρ̂(r), Ĥ(t)]|Ψ(t)〉 = −∇ · jp(r, t) = −∇ · j(r, t), (2.6)

where the paramagnetic current-density operator is defined by

ĵp(r) =
1

2

N
∑

i=1

(p̂iδ(r − ri) + δ(r − ri)p̂i), (2.7)

in which p̂i = −i∇i is the momentum operator, and has expectation value

jp(r, t) = 〈Ψ(t)|̂jp(r)|Ψ(t)〉 = j(r, t). (2.8)

We note that the current density j(r, t) is equal to the paramagnetic current density

jp(r, t) because we only consider external fields that can be described by scalar po-

tentials. When we will consider general external fields the current density acquires
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an extra term, the so-called diamagnetic current density. In that case also the Hamil-

tonian will have a different form and the continuity equation will still hold. The

continuity equation gives an important constraint on time-dependent densities and

current densities since it assures that there is locally a conservation of the number of

particles. As we will see in the next section it plays an important role in the proof of

the Runge-Gross theorem.

2.3 The Runge-Gross Theorem

The Runge-Gross theorem [3] states that two densities ρ1(r, t) and ρ2(r, t) evolving

from a common initial state |Ψ0〉 = |Ψ(t0)〉 and generated by external potentials

v1(r, t) and v2(r, t) that both have a Taylor expansion around the initial time t0
cannot be the same, provided that the external potentials differ by more than a

purely time-dependent function, i.e.,

v1(r, t) 6= v2(r, t) + C(t). (2.9)

We start the proof by using the constraint that the external potentials v1(r, t) and

v2(r, t) have a Taylor expansion around t0, i.e.,

v1(r, t) =

∞
∑

k=0

1

k!
v1k(r)(t − t0)

k (2.10)

v2(r, t) =

∞
∑

k=0

1

k!
v2k(r)(t − t0)

k. (2.11)

From this we see that Eq. (2.9) is equivalent to the statement that for the expansion

coefficients there exists a smallest integer k ≥ 0 for which

wk = v1k(r) − v2k(r) =
∂k

∂tk
(v1(r, t) − v2(r, t))

∣

∣

∣

∣

t=t0

6= const. (2.12)

We can now use the quantum mechanical equation of motion given in Eq. (2.5) for

the current densities j1(r, t) and j2(r, t). We obtain

∂

∂t
j1(r, t) =

∂

∂t
〈Ψ1(t)|̂jp(r)|Ψ1(t)〉 = −i〈Ψ1(t)|[̂jp(r), Ĥ1(t)]|Ψ1(t)〉 (2.13)

∂

∂t
j2(r, t) =

∂

∂t
〈Ψ2(t)|̂jp(r)|Ψ2(t)〉 = −i〈Ψ2(t)|[̂jp(r), Ĥ2(t)]|Ψ2(t)〉 (2.14)
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Since the wave functions |Ψ1(t)〉 and |Ψ2(t)〉 evolve from the same initial state we

have that |Ψ1(t0)〉 = |Ψ2(t0)〉 = |Ψ0〉 and therefore we can write

∂

∂t
(j1(r, t) − j2(r, t))

∣

∣

∣

∣

t=t0

= −i〈Ψ0|[̂jp(r), Ĥ1(t0) − Ĥ2(t0)]|Ψ0〉

= −ρ0(r)∇(v1(r, t0) − v2(r, t0)), (2.15)

where ρ0(r) = ρ(r, t0) is the initial density. If condition (2.12) is satisfied for k = 0

then the right-hand side of Eq. (2.15) cannot vanish and the current densities j1(r, t)

and j2(r, t) will become different infinitesimally later then t0. If condition (2.12) is not

satisfied for k = 0 then one can always find a smallest k > 0 for which it is satisfied.

Applying Eq. (2.5) k + 1 times we obtain

(

∂

∂t

)k+1

(j1(r, t) − j2(r, t))

∣

∣

∣

∣

∣

t=t0

= −ρ0(r)∇wk(r) 6= 0 (2.16)

We can therefore conclude that j1(r, t) 6= j2(r, t). To prove an analogous statement for

the corresponding densities ρ1(r) and ρ2(r) we make use of the continuity equation.

We have
∂

∂t
(ρ1(r, t) − ρ2(r, t)) = −∇ · (j1(r, t) − j2(r, t)). (2.17)

Taking the derivative of the above expression k + 1 times at t = t0 we arrive at

(

∂

∂t

)k+2

(ρ1(r, t) − ρ2(r, t))

∣

∣

∣

∣

∣

t=t0

= ∇ · (ρ0(r)∇wk(r)). (2.18)

To prove that the densities ρ1(r) and ρ2(r) will become different infinitesimally later

than t0 we have to show that the right-hand side of Eq. (2.18) cannot vanish identi-

cally. Therefore, consider the integral
∫

drρ0(r)(∇wk(r))2 = −
∫

drwk(r)∇ · (ρ0(r)∇wk(r))

+

∮

dS · (ρ0(r)wk(r)∇wk(r)), (2.19)

where we used Green’s theorem.

For physically realistic potentials, i.e., potentials that arise from normalizable

external charge densities, the wk(r)’s go to zero at least as 1/r at large distance and the

density itself decays exponentially. As a consequence the surface integral vanishes for

these potentials . This immediately leads to the conclusion that ∇ · (ρ0(r)∇wk(r)) 6=
0 because if it were equal to zero, it would imply that (∇wk)2 = 0 which is in

contradiction to the assumption made in (2.12) that w(r) is not constant. This
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completes the proof. We note that in the case of an extended system defined as a

finite system with a volume approaching infinity the Runge-Gross proof holds for all

volumes.

Another important result can be obtained from the Runge-Gross proof. According

to Eq. (2.18) the difference ρ1(r, t)− ρ2(r, t) is linear in wk(r). Hence, this difference

is already nonvanishing to first order in v1(r, t)−v2(r, t). This ensures that the linear

density response function is invertible.

The constraint that the two densities should evolve from the same initial state

leaves open the possibility that there are two potentials that differ by more than

a constant yielding the same density but evolve from different initial states. We

note that if the system is initially in its ground state the Hohenberg-Kohn theorem

guarantees that the initial state is uniquely determined by the initial density [1].

Furthermore, we note that the constraint that the external potentials should have a

Taylor expansion around the initial time t0 excludes potentials that are adiabatically

switched on, since they do not have a Taylor expansion around t0 = −∞.

For a given initial state Ψ0 we have shown that the time-dependent density ρ(r, t)

uniquely determines the time-dependent external potential v(r, t) up to a purely time-

dependent function. Since the external potential determines the time-dependent wave

function |Ψ〉 it can be regarded as a functional of the time-dependent density that is

unique up to a purely time-dependent phase. Therefore, the expectation value of any

quantum mechanical operator Â(t) is a unique functional of the density according to

A[ρ](t) = 〈Ψ[ρ](t)|Â(t)|Ψ[ρ](t)〉, (2.20)

since the ambiguity of the phase cancels out.

An important generalization of the Runge-Gross theorem was given by van Leeuwen

[38]. The van Leeuwen theorem can be summarized in the following statement:

Let Ĥ1 and Ĥ2 be two Hamiltonians with different two-particle interactions Ŵ1 and

Ŵ2 and different external potentials v1(r, t) and v2(r, t) that both have a Taylor ex-

pansion around the initial time t0. Let ρ(r, t) be the density that evolves from the

initial state |Ψ1(t0)〉 under the influence of Ĥ1 and let |Ψ2(t0)〉 be an initial state of

finite momentum with the same density and the same initial time-derivative of the

density. Then the time-dependent density ρ(r, t) uniquely determines, up to a purely

time-dependent function, the external potential v2(r, t) that generates ρ(r, t) evolving

from |Ψ2(t0)〉 under the influence of Ĥ2.

We will not prove this theorem here. However, we will proof a generalization of

this theorem by Vignale in section 2.6. It can easily be seen that in the case
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|Ψ1(t0)〉 = |Ψ2(t0)〉 and Ŵ1 = Ŵ2 the van Leeuwen theorem reduces to the Runge-

Gross theorem. Now consider the case Ŵ2 = 0. Then the theorem asserts that for

a given initial state |Ψ2(t0)〉 of finite momentum with the correct density and initial

time-derivative of the density there is a unique potential vs(r, t) (up to a purely time-

dependent function) in a noninteracting system that generates the given density ρ(r, t)

at all times. Therefore, if we can find an initial state with the correct properties men-

tioned above we have solved the noninteracting v-representability problem. Whether

this initial state can be chosen to be the ground state of a non-interacting system is

equivalent to the unresolved noninteracting v-representability problem of stationary

DFT. The above result gives a good basis for the construction of the time-dependent

Kohn-Sham equations.

2.4 Time-Dependent Kohn-Sham Theory

In this section our goal is to generalize the Kohn-Sham equations of stationary DFT

in such a way that they generate the time-dependent densities at all times. From

the previous section we know that, under some assumptions, there exists for any

interacting system with time-dependent density ρ(r, t) a noninteracting system that

yields the same time-dependent density. Furthermore, the external potential vs(r, t)

that generates this density in the noninteracting system is unique and therefore vs(r, t)

is a unique functional (up to a purely time-dependent function) of ρ(r, t). In analogy

with stationary Kohn-Sham theory it can be written as

vs(r, t) = v(r, t) +

∫

dr′ρ(r′, t)w(|r − r′|) + vxc(r, t). (2.21)

We now make the assumption that the initial state of the noninteracting system can

be written as a single Slater determinant. Usually this will be the ground-state Kohn-

Sham wave function obtained from stationary DFT. The time-dependent Kohn-Sham

equations then take the form

i
∂

∂t
φi(r, t) =

(

−1

2
∇2 + vs(r, t)

)

φi(r, t), (2.22)

ρ(r, t) =
N
∑

i=1

|φi(r, t)|2. (2.23)

So for a given approximation of vxc(r, t) we can construct vs(r, t) from the initial

density which can then be used to compute the density at an infinitesimally later

time, and so on.
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In stationary DFT approximations for the exchange-correlation potential can be

obtained from the knowledge that it is the functional derivative of the exchange-

correlation energy functional with respect to the density. Unfortunately, it turns out

that in time-dependent DFT it is not possible to write vxc(r, t) as the functional

derivative with respect to the density of any functional. This can be understood

from the following argument. Assume that vxc(r, t) can be written as the functional

derivative with respect to the density of some action functional Axc[ρ] according to

vxc(r, t) =
δAxc[ρ]

δρ(r, t)
. (2.24)

However, this equation implies that

δvxc(r, t)

δρ(r′, t′)
=

δ2Axc[ρ]

δρ(r, t)δρ(r′, t′)
. (2.25)

Since the right-hand side is symmetric under the interchange of the coordinates r, t and

r′, t′, the left-hand side must also be symmetric for this equation to hold. However,

we know from the principle of causality that the Kohn-Sham potential vs(r, t) only

depends on the density ρ(r′, t′) for times t′ < t. This means that the left-hand side

of Eq. (2.25) should vanish for t′ > t which is in contradiction to the symmetry

requirement. From this we conclude that vxc(r, t) cannot be written as the functional

derivative with respect to the density of any functional. Similar arguments lead to the

conclusion that the potentials v(r, t) and vs(r, t) cannot be written as the functional

derivative of any functional. This means that for the practical application of TDDFT

we cannot use the symmetry of the action in the search for good approximations of

vxc(r, t). However, some exact constraints are known for vxc(r, t) from which we can

obtain approximations. We will discuss these exact constraints in section 2.8. Finally,

we note that the contradiction between causality and symmetry can be resolved by

the construction of an action functional defined on a Keldysh contour [39] as is shown

in Ref. [20]. One can then define a functional of the time-dependent density on the

contour as a Legendre transform, in a similar manner as was done in Eq. (1.32)

for stationary DFT. The exchange-correlation potential on the contour can then be

written as the functional derivative of this Legendre transform with respect to the

density on the contour. We will discuss this approach in section 2.7 within time-

dependent current-density-functional theory.

2.5 The Adiabatic Local Density Approximation

The simplest approximation for the exchange-correlation potential vxc(r, t) is the so-

called adiabatic local density approximation (ALDA) which is just a simple extension
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of the LDA potential we encountered in stationary DFT to include time-dependent

densities. It is given by

vALDA
xc (r, t) =

dǫh
xc[ρ]

dρ

∣

∣

∣

∣

ρ=ρ(r,t)

. (2.26)

By comparison with Eq. (1.76) we see that vALDA
xc (r, t) is equal to the functional form

of vLDA
xc (r) evaluated at the instantaneous time-dependent density ρ(r, t). Therefore,

vALDA
xc (r, t) is both local in space and local in time. Thereby it neglects so-called

memory effects arising from the dependence of the exchange-correlation potential

at a time t on the density at times t′ < t. Like the LDA in stationary DFT, the

ALDA gives surprisingly good results even for systems that are not slowly varying in

space and time. For examples see Ref. [37] and references therein. Because of the

similarity between the LDA and the ALDA, the latter suffers from some of the same

shortcomings as the former, e.g., the incorrect long-range behavior.

2.6 Time-Dependent Current-Density-Functional

Theory

So far we have only considered systems in which the time-dependent external field

can be described by a time-dependent scalar potential v(r, t). We will now generalize

this to arbitrary time-dependent external fields. General electromagnetic fields can

be represented according to the following two relations

E(r, t) = ∇v(r, t) − ∂A(r, t)

∂t
(2.27)

B(r, t) = ∇× A(r, t), (2.28)

where A(r, t) is a vector potential, and E(r, t) and B(r, t) are the electric and magnetic

field, respectively. These fields are invariant under a so-called gauge transformation

given by

v(r, t) → v(r, t) +
∂Λ(r, t)

∂t
A(r, t) → A(r, t) + ∇Λ(r, t), (2.29)

where Λ(r, t) is a differentiable but otherwise arbitrary function of r and t. In order

to leave the physical results unchanged a gauge transformation according given Eq.

(2.29) should be accompanied by a transformation of the wave function according to

Ψ(t) → Ψ(t)e−iΛ(r,t). (2.30)
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From the gauge transformation in Eq. (2.29) we observe that we can always eliminate

the scalar potential by requiring Λ(r, t) to be a solution of the differential equation

∂Λ(r, t)

∂t
= −v(r, t), (2.31)

with initial condition Λ(r, t0) = 0. We see that such a transformation leads to a vector

potential of which a part is written as the gradient of the scalar function Λ(r, t). In

general, that part of the vector potential that can be written as the gradient of a

scalar function is called longitudinal. This is because its Fourier transform A(q) is

parallel to q for all q. The remaining part of the vector potential is called transverse

because its Fourier transform is perpendicular to q for all q.

The time-dependent Hamiltonian now takes the form

ĤA(t) =

N
∑

i=1

(

1

2
[p̂i + A(ri, t)]

2

)

+ V̂ (t) + Ŵ , (2.32)

where the first term on the right-hand side is just the kinetic-energy operator plus

extra terms involving the vector potential A(r, t). The operators V̂ (t) and Ŵ are

defined as before. With the subscript in ĤA(t) we make explicit the dependence of

the Hamiltonian on the vector potential A(r, t) in order to distinguish it from the

Hamiltionian Ĥ(t) in Eq. (2.1). We can express ĤA(t) in terms of Ĥ(t) according to

ĤA(t) = Ĥ(t) +

∫

dr̂jp(r) ·A(r, t) +
1

2

∫

drρ̂(r)A2(r, t) (2.33)

= Ĥ(t) +

∫

dr̂j(r) ·A(r, t) − 1

2

∫

drρ̂(r)A2(r, t), (2.34)

where the current-density operator ĵ(r, t) is defined by

ĵ(r, t) =
1

2

N
∑

i=1

(v̂i(t)δ(r − ri) + δ(r − ri)v̂i(t)), (2.35)

in which the velocity operator v̂i(t) is given by

v̂i(t) = p̂i + A(ri, t). (2.36)

The expectation value of the current-density operator is the physical (i.e., gauge

invariant) current density j(r, t) according to

j(r, t) = 〈Ψ(t)|̂j(r)|Ψ(t)〉 = jp(r, t) + ρ(r, t)A(r, t), (2.37)

where the second term on the right-hand side is the diamagnetic current density. Note

that the continuity equation (2.6) still holds, i.e.,

∂

∂t
ρ(r, t) = −i〈Ψ(t)|[ρ̂(r), ĤA(t)]|Ψ(t)〉 = −∇ · j(r, t). (2.38)
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The question now is whether there exists an equivalent of the Runge-Gross theo-

rem for systems under the influence of general time-dependent fields, or, even better,

whether there exists an equivalent of the van Leeuwen theorem for these systems. It

were Ghosh and Dhara [4, 5] that provided us with a generalization of the Runge-

Gross theorem for arbitrary fields. Under similar constraints used in the proof of

the Runge-Gross theorem, they showed that two current densities j1(r, t) and j2(r, t)

evolving from a common initial state |Ψ(t0)〉 and generated by the set of potentials

{v1(r, t),A1(r, t)} and {v2(r, t),A2(r, t)}, where all potentials have a Taylor expan-

sion around the initial time t0, cannot be the same, provided that the sets of potentials

differ by more than a gauge transformation of the form (2.29). The density is then

uniquely determined by the current density through the continuity equation (2.38).

However, the density no longer uniquely determines the current density, i.e., the map

ρ(r, t) → j(r, t) does not exist. Therefore, it is more convenient to reformulate the

theory in terms of the current density j(r, t) giving rise to so-called time-dependent

current-density-functional theory (TDCDFT). Recently, Vignale [6] generalized the

van Leeuwen theorem to include general time-dependent fields. In the following we

will give the proof of this theorem. Vignale’s theorem can be summarized in the

following statement:

Let ρ(r, t) and j(r, t) be the density and current density of a many-particle system

that evolves from an initial state |Ψ1(t0)〉 under the influence of the Hamiltonian

Ĥ1(t) =

N
∑

i=1

(

1

2
[p̂i + A1(ri, t)]

2

)

+ V̂1(t) + Ŵ1, (2.39)

where V̂1(t) and Ŵ1 are the external potential operator and the two-particle operator

defined in a similar way as in Eqs. (2.2) and (1.4), respectively. Let the potentials

v1(r, t) and A1(r, t) have Taylor expansions around the initial time t0. Then, under

reasonable assumptions defined below, the same density and current density can be

obtained from a many-particle system with Hamiltonian

Ĥ2(t) =

N
∑

i=1

(

1

2
[p̂i + A2(ri, t)]

2

)

+ V̂2(t) + Ŵ2, (2.40)

evolving from an initial state |Ψ2(t0)〉 that yields the same density and current density

as |Ψ1(t0)〉, provided that v2(r, t) and A2(r, t) have a Taylor expansion around the

initial time t0. The set of potentials {v2(r, t),A2(r, t)} is then uniquely determined

by {v1(r, t),A1(r, t)} and the initial states |Ψ1(t0)〉 and |Ψ2(t0)〉 up to gauge trans-

formations of the form (2.29).
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In the following proof we will assume that a gauge transformation has been done

for both systems 1 and 2 with Λ(r, t) a solution of Eq. (2.31), so that the scalar po-

tentials v1(r, t) and v2(r, t) are zero for all times t. We start the proof by considering

the quantum mechanical equation of motion of j(r, t) for system 1. Using Eq. (2.5)

we then obtain what might be called the continuity equation for the current density,

∂j(r, t)

∂t
=

〈

∂ ĵ(r, t)

∂t
− i[̂j(r, t), Ĥ1(t)]

〉

1

(2.41)

= ρ(r, t)
∂A1(r, t)

∂t
− j(r, t) × [∇× A1(r, t)] + F1(r, t) + ∇ · σ1(r, t),(2.42)

where 〈Â(t)〉1 denotes the expectation value of an operator Â(t) at time t for system

1. The internal force density F1(r, t) and the stress tensor σ1(r, t) are defined as

F1(r, t) = −
〈

N
∑

i=1

δ(r − ri)

N
∑

j 6=i

∇iw1(|ri − rj |)
〉

1

(2.43)

σ1,αβ(r, t) = −
〈

1

4

N
∑

i=1

{v̂1α(t), {v̂1β(t), δ(r − ri)}}
〉

1

, (2.44)

where {Â, B̂} = ÂB̂ + B̂Â denotes the anticommutator of two operators Â and B̂.

With the notation ∇ · σ1(r, t) we mean that [∇ · σ1(r, t)]α =
∑

β ∂σ1(r, t)/∂rβ . Note

that in Eq. (2.42) the quantities −∂A1(r, t)/∂t and ∇×A1(r, t) are the electric and

magnetic field, respectively, since v1(r, t) = 0 for all t. According to Vignale’s theorem

the same current density should also obey the following equation of motion

∂j(r, t)

∂t
= ρ(r, t)

∂A2(r, t)

∂t
− j(r, t) × [∇× A2(r, t)] + F2(r, t) + ∇ · σ2(r, t), (2.45)

where F2(r, t) and σ2(r, t) are defined in an analogous manner to F1(r, t) and σ1(r, t).

The difference of the two equations of motion for the current density j(r, t) is given

by

ρ(r, t)
∂∆A(r, t)

∂t
= j(r, t) × [∇× ∆A(r, t)] + Q1(r, t) − Q2(r, t), (2.46)

where ∆A(r, t) ≡ A2(r, t) − A1(r, t) and

Q1(r, t) ≡ F1(r, t) + ∇ · σ1(r, t). (2.47)

The expression for Q2(r, t) is analogous to that for Q1(r, t). Equation (2.46) deter-

mines the vector potential A2(r, t) that yields the same current density as A1(r, t).

The question is whether Eq. (2.46) has a solution and, if so, whether this solution is
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unique. For general vector potentials this is not easy to prove since Eq. (2.46) not only

depends on A2(r, t) explicitly but also implicitly through Q2(r, t). For this reason

we required that the vector potentials A1(r, t) and A2(r, t) have a Taylor expansion

around t = t0. Also the difference of the two vector potentials, ∆A(r, t), has a Taylor

expansion around the initial time t0 according to

∆A(r, t) =

∞
∑

k=0

∆Ak(r)(t − t0)
k, (2.48)

with

∆Ak(r) ≡ 1

k!

∂k∆A(r, t)

∂tk

∣

∣

∣

∣

t=t0

. (2.49)

Substituting this expansion into Eq. (2.46) and equating the lth term of the expansion

we obtain

l
∑

k=0

ρl−k(r)

[

∂∆A(r, t)

∂t

]

k

=

l
∑

k=0

{jl−k(r, t) × [∇× ∆Ak(r)]}+ [Q1(r, t)]l − [Q2(r, t)]l,

(2.50)

where ρk(r) and jk(r) are the kth coefficients in the Taylor expansions of ρ(r, t) and

j(r, t) around t = t0 and [f(r, t)]l is the lth coefficient (a function of r alone) in

the Taylor expansion of a function f(r, t) around t = t0. It is a consequence of the

analyticity of the vector potential and the time-dependent Schrödinger equation (2.1)

that all the quantities entering Eq. (2.50) have a Taylor expansion around t = t0.

Since we have that
[

∂∆A(r, t)

∂t

]

k

= (k + 1)∆Ak+1(r), (2.51)

we can write Eq. (2.50) as follows

ρ0(r)(l + 1)∆Al+1(r) = −
l−1
∑

k=0

ρl−k(r)(k + 1)∆Ak+1(r)

+

l
∑

k=0

{jl−k(r, t) × [∇× ∆Ak(r)]}

+ [Q1(r, t)]l − [Q2(r, t)]l, (2.52)

where the k = l term of the sum in the left-hand side of Eq. (2.50) has been isolated

on the left-hand side. Equation (2.52) is a recursion relation for the coefficients of

the Taylor expansion of ∆A(r, t), i.e., the coefficient ∆Al+1(r) is solely determined

by the coefficients ∆Ak(r) with k ≤ l. This is clear for the coefficients that enter

Eq. (2.52) explicitly. For the coefficients ∆Ak(r) that enter Eq. (2.52) implicitly
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through the coefficients of the expansion of Q2(r, t) this is a consequence of the time-

dependend Schrödinger equation (2.1). Since it is of first order in time it guarantees

that the lth coefficient in the expansion of the states |Ψ1(t)〉 and |Ψ2(t)〉 are solely

determined by the coefficients ∆Ak(r) with k < l. This means that if we know the

initial value of ∆Ak(r), i.e., ∆A(r, t) = ∆A2(r, 0) − ∆A1(r, 0), we can determine

all coefficients through the recursion relation (2.52). This initial value can easily be

determined from the knowledge that the density and current density of systems 1 and

2 are equal. Therefore, we see from Eq. (2.37) that

ρ(r, t0)∆A0(r) = 〈Ψ2(t0)|̂jp(r)|Ψ2(t0)〉 − 〈Ψ1(t0)|̂jp(r)|Ψ1(t0)〉, (2.53)

where the paramagnetic current-density operator is defined in Eq. (2.7). The recursion

relation (2.52) in combination with initial condition (2.53) now completely determines

the coefficients in the Taylor expansion of vector potential A2(r, t) that yields, in

system 2, the same density ρ(r, t) and current density j(r, t) as the vector potential

A1(r, t) yields in system 1. Since we required that A1(r, t) and A2(r, t) have a Taylor

expansion around t = t0, the coefficients in the Taylor expansion completely determine

A2(r, t) provided that this series converges within a nonvanishing convergence radius

tc > 0. If this is the case then A2(r, t) is uniquely determined, because A2(r, t) can

be determined up to tc and then the procedure can be iterated with tc as the initial

time, and so on. If the convergence radius is zero this means that the kth derivative of

A2(r, t) with respect to time at t = 0 grows more rapidly than k!ak with a an arbitrary

positive constant. Because of the smooth dynamics of the Schrödinger equation it is

very unlikely that the values of the initial derivatives will show such an explosion,

and, therefore, we will exclude this option. This defines the reasonable assumptions

mentioned in Vignale’s theorem. We have thus proven Vignale’s theorem. Note that

the proof given above does not require the density or the current density to vanish at

infinity.

We will now discuss two special cases of Vignale’s theorem. First, let system 1

and 2 be the same, i.e., Ŵ1 = Ŵ2 and |Ψ1(t0)〉 = |Ψ2(t0)〉. Then, according to Eq.

(2.53), ∆A0(r) = 0 and therefore, according to Eq. (2.52), ∆Ak(r) = 0 for all k. This

means that A1(r, t) = A2(r, t) at all times t. We conclude that two vector potentials

that evolve from the same initial state of a many-particle system and that yield the

same current density must be equal, up to a gauge transformation. This is simply

an analogue of the Runge-Gross theorem in the case of TDCDFT. Second, let system

2 be a system of noninteracting particles, i.e., Ŵ = 0. Then, Vignale’s theorem

asserts that for a given current density generated by a vector potential A1(r, t) in

an interacting system evolving from an initial state |Ψ1(t0)〉 there is a unique vector

potential A2(r, t) (up to a gauge transform) in a noninteracting system evolving from
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an initial state |Ψ2(t0)〉 that yields this given current density at all times. Therefore, if

we can find an initial state |Ψ2(t0)〉 with the correct initial density and current density

we have solved the noninteracting A-representability problem. As mentioned before,

whether this initial state can be chosen to be the ground state of a non-interacting

system is equivalent to the unresolved noninteracting v-representability problem of

stationary DFT. The above result gives a good basis for setting up the time-dependent

Kohn-Sham equations for general time-dependent external fields. They are given by

i
∂

∂t
φi(r, t) =

(

1

2
[p̂ + As(r, t)]

2 + vs(r, t)

)

φi(r, t) (2.54)

j(r, t) =
1

2i

N
∑

i=1

[φ∗
i (r, t)∇φi(r, t) −∇φ∗

i (r, t)φi(r, t)] + ρ(r, t)As(r, t) (2.55)

ρ(r, t) =

N
∑

i=1

|φi(r, t)|2, (2.56)

where we again made the assumption that the initial state of the noninteracting system

can be written as a single Slater determinant. The set of Kohn-Sham potentials

{vs(r, t),As(r, t)} are defined, up to a gauge transform, by

vs(r, t) = v(r, t) +

∫

dr′ρ(r′, t)w(|r − r′|) + vxc(r, t) (2.57)

As(r, t) = A(r, t) + Axc(r, t). (2.58)

We note that it has been shown that an interacting system under the influence of

a time-dependent field that can be described by a scalar potential only, cannot, in

general, be described by a Kohn-Sham system with solely a scalar potential [40]. That

is, a v-representable current density is, in general, not noninteracting v-representable.

However, the v-representable current density might be noninteracting A-representable

since this is a much weaker condition. In the next section we will show that the

potentials in Eqs. (2.57) and (2.58) can be written as functional derivatives with

respect to the current density of the Legendre transform of an action functional defined

on the Keldysh contour as was shown in Ref. [41].

2.7 The Keldysh Action Functional

Let us start this section by introducing the time-evolution operator Û(t, t′). It relates

a state at time t′ to a state at time t according to

|Ψ(t)〉 = Û(t, t′)|Ψ(t′)〉. (2.59)
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From this expression we can derive that

Û(t, t′) = T̂ exp

[

−i

∫ t

t′
dτĤ(τ)

]

, (2.60)

where T̂ is the time-ordering operator given by

T̂
[

Ĥ(τ1) · · · Ĥ(τn)
]

=
∑

P

Θ(τP (1) − τP (2)) · · ·Θ(τP (n−1) − τP (n))

× Ĥ(τP (1)) · · · Ĥ(τP (n)), (2.61)

where P runs over all permutations of the numbers 1 · · ·n. If the Hamiltonian is time

independent the evolution operator is simply given by

Û(t, t′) = exp
[

−iĤ(t − t′)
]

. (2.62)

The time-evolution operator has the following properties

Û(t, t) = 1 (2.63)

i
∂

∂t
Û(t, t′) = Ĥ(t)Û(t, t′) (2.64)

−i
∂

∂t
Û(t′, t) = Û(t′, t)Ĥ(t). (2.65)

The first property is obvious from Eq. (2.59). The second property is obtained by

taking the derivative of Eq. (2.59) with respect to t and using the time-dependent

Schrödinger equation

i
∂

∂t
|Ψ(t)〉 = Ĥ(t)|Ψ(t)〉. (2.66)

This gives the result

i
∂

∂t
Û(t, t′)|Ψ(t′)〉 = Ĥ(t)Û(t, t′)|Ψ(t′)〉. (2.67)

Since |Ψ(t′)〉 is arbitrary we obtain Eq. (2.64). In a similar way we can obtain Eq.

(2.65) by taking the time-derivative of Eq. (2.59) with respect to t′.

Consider a system that is described by the time-dependent Hamiltonian Ĥ0(t)

that has initial state |Ψ0〉. At a certain time t = t0 we switch on the time-dependent

perturbation δĤ(t). The full time-dependent Hamiltonian Ĥ(t) then reads

Ĥ(t) = Ĥ0(t) + δĤ(t), (2.68)

where δH(t) = 0 for t < t0. The time-evolution operator can now be written as

Û ′(t, t0) = Û(t, t0) + δÛ(t, t0). (2.69)
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Using Eqs. (2.63), (2.64), and (2.65) we obtain to first order in the perturbation

i
∂

∂t
δÛ(t, t0) = Ĥ0(t)δÛ(t, t0) + δĤ(t)Û(t, t0) (2.70)

−i
∂

∂t
δÛ(t0, t) = δÛ(t0, t)Ĥ0(t) + Û(t0, t)δĤ(t) (2.71)

δÛ(t, t) = 0. (2.72)

The above set of equations has the following solution

δÛ(t, t0) = −i

∫ t

t0

dt′Û(t, t′)δĤ(t′)Û(t′, t0). (2.73)

We now define an operator Â(t) in the Heisenberg picture as

ÂH(t) = Û(t0, t)Â(t)Û (t, t0). (2.74)

The expectation value of the operator Â(t) at time t can now be written as

〈Â(t)〉 = 〈Ψ0|ÂH(t)|Ψ0〉 = 〈Ψ0|Û(t0, t)Â(t)Û(t, t0)|Ψ0〉 (2.75)

If we read the expression on the right-hand side from right to left we can say that the

system evolves from t0 to t after which the operator Â(t) acts on the system and then

the system evolves back again from t to t0. A corresponding contour was introduced

by Keldysh [39]. Using this contour we can write the following generalization for the

expectation value of Â(t)

〈Â(t)〉 =
〈Ψ0|T̂C

[

exp
(

−i
∫

C dτĤ(τ)
)

Â(t)
]

|Ψ0〉

〈Ψ0|T̂C

[

exp
(

−i
∫

C
dτĤ(τ)

)]

|Ψ0〉
(2.76)

where we defined

T̂C

[

exp

(

−i

∫

C

dτĤ(τ)

)

Â(t)

]

≡
∞
∑

n

(−i)n

n!

∫

C

dτ1 · · · dτn

× T̂C

[

Â(t)Ĥ(τ1) · · · Ĥ(τn)
]

. (2.77)

Here T̂C is the time-ordering operator on the contour defined by

T̂C

[

Â1(τ1) · · · Ân(τn)
]

=
∑

P

ΘC(τP (1), τP (2)) · · ·ΘC(τP (n−1), τP (n))

× ÂP (1)(τP (1)) · · · ÂP (n)(τP (n)), (2.78)



2.7 The Keldysh Action Functional 37

where ΘC(t, t′) is a generalization of the Heavside step function for time arguments

that are on the contour, i.e., it is equal to 1 if time t is later than time t′ on the contour

and zero otherwise. In Eq. (2.76) we extended the definition of the Hamiltonian in

such a way that it can be different on the forward and backward parts of the contour.

If the Hamiltonian H(t) is the same on the forward and backward parts of the contour,

which is the case for physical perturbations, Eq. (2.76) reduces to Eq. (2.75).

Let us now consider systems under the influence of general time-dependent fields,

i.e., systems that are described by the Hamiltonian in Eq. (2.32). We choose the

gauge such that all perturbations are included in the vector potential, that is, for the

scalar potential we have v(r, t) = v(r, t0) for all times t. We can therefore rewrite

H(t) according to

H(t) = Ĥ0(t) +
N
∑

i=1

1

2
p̂i ·A(ri, t) +

1

2
A(ri, t) · p̂i +

1

2
A2(ri, t) (2.79)

= Ĥ0(t) +

∫

dr̂jp(r) ·A(r, t) +
1

2

∫

drρ̂(r)A2(r, t). (2.80)

We now define the following action functional of the vector potential A(r, t)

Ã[A] = i ln〈Ψ0|Û(t0, t0)|Ψ0〉, (2.81)

where we generalized the expression for the evolution operator to times on the contour

according to

Û(t, t′) = T̂C exp

(

−i

∫ t

t′
dτĤ(τ)

)

. (2.82)

Since the Hamiltonian is a functional of the vector potential A(r, t) it is clear that if

A(r, t) is the same on the forward and backward parts of the contour then Û(t0, t0) = 1

and the action functional vanishes. We will denote vector potentials of this kind as

physical vector potentials. However, the functional derivatives of Ã[A] with respect

to A(r, t) taken at a physical vector potentials is, in general, nonzero. With the

definition of the evolution operator in Eq. (2.82) we can rewrite Eq. (2.76) for the

expectation value of Â(t) as

〈Â(t)〉 =
〈Ψ0|ÂH(t)|Ψ0〉
〈Ψ0|Û(t0, t0)|Ψ0〉

. (2.83)

From Eqs. (2.73) and (2.80) it is easy to see that the functional derivative of Û(t, t0)

with respect to A(r, t) is given by

δÛ(t, t0)

δA(r, t′)
= −iÛ(t, t′)

[

ĵp(r) + ρ̂(r)A(r, t′)
]

Û(t′, t0) (2.84)
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With this result we obtain for the functional derivative of Ã[A] with respect to A(r, t)

δÃ[A]

δA(r, t)
=

〈Ψ0|Û(t0, t)
[

ĵp(r) + ρ̂(r)A(r, t)
]

Û(t, t0)|Ψ0〉

〈Ψ0|Û(t0, t0)|Ψ0〉
(2.85)

= 〈̂jp(r, t)〉 + 〈ρ̂(r, t)〉A(r, t) = j(r, t). (2.86)

From the above equation we see that the vector potential and the current density are

conjugate variables. In a similar way as in stationary DFT we can now define the

Legendre transform

A[j] = −Ã[A] +

∫

C

dtdrj(r, t) · A(r, t), (2.87)

so that
δA[j]

δj(r, t)
= A(r, t). (2.88)

The Legendre transformation assumes that the current density uniquely determines

the vector potential and vice versa which means that Eq. (2.86) should be invertible

(up to a gauge). It can be proved by a generalization of the proof given in Ref. [20]

for the density-density response function that for switch-on processes the Keldysh

current-current response function is invertible for systems initially in their ground

state. Similarly we have for the noninteracting Kohn-Sham system the Legendre

transform

As[j] = −Ãs[A] +

∫

C

dtdrj(r, t) ·As(r, t) (2.89)

We can now define the exchange-correlation part of the action functional Axc by

A[j] = As[j] −Axc[j] −
1

2

∫

C

dtdrdr′ρ(r, t)ρ(r′, t)w(|r − r′|), (2.90)

where the density ρ(r, t) is a functional of the initial state and of the current density

through the generalization of the continuity equation for times on the contour. In Eq.

(2.90) we assume that A[j] and As[j] are defined on the same domain of current den-

sities, i.e., j(r, t) is noninteracting A-representable. In other words, we assume that

there exists a generalization of Vignale’s theorem for times on the contour. Taking

the functional derivative of Eq. (2.90) with respect to the current density j(r, t) leads

to

As(r, t) = A(r, t) + Axc(r, t) + AW (r, t), (2.91)

where AW (r, t) is defined by

∂AW (r, t)

∂t
= −∇

∫

drρ(r′, t)w(|r − r′|), (2.92)
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and the exchange-correlation vector potential is given by

Axc(r, t) =
δAxc

δj(r, t)
. (2.93)

It is easy to see that Eq. (2.91) and Eqs. (2.57) and (2.58) are the same up to a gauge

transformation.

Finally, let us take a look at the causality and symmetry properties of the current-

current response function on the contour. These properties have led to the paradox

discussed in section 2.4 which led to the conclusion that it is not possible to write the

scalar potentials v(r, t), vs(r, t) and vxc(r, t) as functional derivatives with respect to

the density of any functional. We will now show that this paradox is resolved in the

case of the Keldysh action functional. In the following we will show the proof of this

for the vector potential A(r, t). The proof for other potentials is analogous. From

Eq. (2.85) we obtain for the current-current response function on the contour

χC,mn(r, t, r′, t′) =
δ2Ã[A]

δAm(r, t)δAn(r′, t′)

= δmnρ(r, t)δC(t, t′)δ(r − r′)

− iΘC(t, t′)〈̂jp(r, t)̂jp(r′, t′)〉 − iΘC(t′, t)〈̂jp(r′, t′)̂jp(r, t)〉
+ i〈̂jp(r, t)〉〈̂jp(r′, t′)〉, (2.94)

where δC(t, t′) = ∂tΘC(t, t′) is the generalization of the delta function to times on the

contour and we defined

〈Â(t)B̂(t′)〉 =
〈Ψ0|ÂH(t)B̂H(t′)|Ψ0〉
〈Ψ0|Û(t0, t0)|Ψ0〉

. (2.95)

The last term in Eq. (2.94) is due to the functional differentiation of the denominator

in Eq. (2.85). If we define the fluctuation operator

∆ĵp(r, t) = ĵp(r, t) − 〈̂jp(r, t)〉 (2.96)

we can rewrite Eq. (2.94) as

χC,mn(r, t, r′, t′) = δmnρ(r, t)δC(t, t′)δ(r − r′) − i〈TC [∆ĵp(r, t)∆ĵp(r′, t′)]〉. (2.97)

We observe that the current-current response function is a symmetric function of its

arguments which it should be since it is a second order functional derivative. We

will now show that it becomes a retarded function for physical current densities, i.e.,

current densities that are generated by physical vector potentials. The current density
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response can be obtained from the current-current response function according to

δjm(r, t) =
∑

n

∫

C

dt′dr′χC,mn(r, t, r′, t′)δAn(r′, t′)

= ρ0(r)δAm(r, t)

−
∑

n

i

∫ t

t0

dt′dr′〈∆ĵp,m(r, t)∆ĵp,n(r′, t′)〉δAn(r′, t′)

−
∑

n

i

∫ t0

t

dt′dr′〈∆ĵp,n(r′, t′)∆ĵp,m(r, t)〉δAn(r′, t′) (2.98)

For physical current densities this can be written according to

δjm(r, t) =
∑

n

∫ ∞

t0

dt′dr′χmn(r, t, r′, t′)δAn(r′, t′), (2.99)

where

χmn(r, t, r′, t′) = δmnρ0(r)δ(t − t′)δ(r − r′)

− iΘ(t − t′)〈Ψ0|[̂jp,m(r, t)H0
, ĵp,n(r′, t′)H0

]|Ψ0〉. (2.100)

Here we used that the expectation value of the commutator of the fluctuation oper-

ators for the paramagnetic current density is the same as the expectation value of

the commutator of the paramagnetic current operators. The function χmn(r, t, r′, t′)

is the retarded current-current response function as it usually appears in response

theory. In the next section we will discuss some exact constraints that are known for

the set of exchange-correlation potentials {vxc(r, t),Axc(r, t)}.

2.8 Exact Constraints

In accordance with Newton’s third law the net force and net torque acting on a system

should have no contribution from the system itself. Since the net force and the net

torque due to the potential corresponding to the two-particle interaction are equal to

zero, the net force and the net torque due to the set of exchange correlation potentials

{vxc(r, t),Axc(r, t)} should be equal to zero as well [42]. This leads to constraints on

the form of {vxc(r, t),Axc(r, t)}. These constraints are made explicit by the zero-force

and zero-torque theorems which read

Fxc(t) =

∫

dr[ρ(r, t)Exc(r, t) + j(r, t) × Bxc(r, t)] = 0 (2.101)

Txc(t) =

∫

dr[ρ(r, t)r × Exc(r, t) + r × (j(r, t) × Bxc(r, t))] = 0, (2.102)
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where Fxc(t) and Txc(t) are the exchange-correlation parts of the force and the torque,

respectively. The exchange-correlation parts of the electric and magnetic fields are

analogous to Eqs. (2.27) and (2.28). They are given by

Exc(r, t) = ∇vxc(r, t) −
∂

∂t
Axc(r, t) (2.103)

Bxc(r, t) = ∇× Axc(r, t). (2.104)

We note that if the zero-force theorem is satisfied this automatically guarantees that

the harmonic-potential theorem is satisfied. The harmonic-potential theorem states

that the density of a system of electrons confined in a static parabolic potential well

follows rigidly the classical motion of the center of mass when subjected to a uniform

time-dependent perturbation [43].

Another constraint on the form of the exchange-correlation potentials is the so-

called generalized translational invariance which, up to a gauge transform, can be

expressed as

vxc[j
′](r, t) = vxc[j](r − x(t), t) (2.105)

Axc[j
′](r, t) = Axc[j](r − x(t), t), (2.106)

where

j′(r, t) = j(r − x(t), t) +
∂x(t)

∂t
ρ(r − x(t), t), (2.107)

with x(t) an arbitrary time-dependent function. The above equations simply state

that a rigid translation of the current density implies the same rigid translation of the

exchange-correlation potentials. The rigid translation of the current density implies

a rigid translation of the density according to ρ′(r, t) = ρ(r − x(t), t) through the

continuity equation. Note that if x(t) = ut the above equations guarantee that

the exchange-correlation potentials satisfy Galileian invariance. In TDDFT where

we consider time-dependent external fields that can be described by solely scalar

potentials the above equations reduce to [42]

vxc[ρ
′](r, t) = vxc[ρ](r − x(t), t), (2.108)

where ρ′(r, t) = ρ(r − x(t), t).

It is easy to see that the ALDA exchange-correlation potential given in Eq. (2.26)

satisfies the generalized translation invariance (2.108). We will now show that the

ALDA exchange-correlation potential also satisfies the zero-force and zero-torque the-



42 Time-Dependent (Current-)Density-Functional Theory

orems. The exchange-correlation force and torque are then given by

FALDA
xc (r, t) =

∫

drρ(r, t)∇
{

dǫxc(ρ)

dρ

∣

∣

∣

∣

ρ=ρ(r,t)

}

(2.109)

TALDA
xc (r, t) =

∑

ijk

eiǫijk

∫

drρ(r, t)rj∂k

{

dǫxc(ρ)

dρ

∣

∣

∣

∣

ρ=ρ(r,t)

}

, (2.110)

where ǫijk is the Levi-Civita antisymmetric tensor. Performing an integration by

parts we obtain

FALDA
xc (r, t) = −

∫

dr[∇ρ(r, t)]
dǫxc(ρ)

dρ

∣

∣

∣

∣

ρ=ρ(r,t)

(2.111)

= −
∫

dr∇
{

ǫxc(ρ)|ρ=ρ(r,t)

}

= 0 (2.112)

TALDA
xc (r, t) = −

∑

ijk

eiǫijk

∫

dr {∂k[rjρ(r, t)]} dǫxc(ρ)

dρ

∣

∣

∣

∣

ρ=ρ(r,t)

(2.113)

= −
∑

ijk

eiǫijk

∫

drrj {∂k[ρ(r, t)]} dǫxc(ρ)

dρ

∣

∣

∣

∣

ρ=ρ(r,t)

(2.114)

= −
∑

ijk

eiǫijk

∫

dr∂k

{

rjǫxc(ρ)|ρ=ρ(r,t)

}

= 0, (2.115)

where Eqs. (2.112) and (2.115) vanish due to Gauss’ theorem.



Chapter 3

Linear Response within

TD(C)DFT

3.1 Introduction

One is often interested in studying the response of a many-particle system to a small

external perturbation, e.g., an electromagnetic field. The first term in the power

expansion of the response in the strength of this perturbation gives the response as

a linear function of the perturbation. If the perturbation is indeed small this linear

response is a good approximation to the whole response. The linear response can

be expressed in terms of so-called linear response functions. As we will show in the

following they are completely determined by the eigenvalues and eigenfunctions of the

unperturbed system.

3.2 Linear Response Theory

The equilibrium expectation value of an operator Â in the grand canonical ensemble

is defined by

〈Â〉 = Tr
{

ρ̂Â
}

, (3.1)

where

ρ̂ =
e−β(Ĥ−µN̂)

Tr{e−β(Ĥ−µN̂)}
. (3.2)

Here β = 1/kBT with kB the Boltzmann constant and T the temperature, µ is the

chemical potential and N̂ is the total number operator. The definition of the trace
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operator can be found in Eq. (1.47). Consider now a system that is described by the

time-independent Hamiltonian Ĥ0 that has eigenstates |Ψi〉 with eigenvalues Ei. At

a certain time t = t0 we switch on a time-dependent perturbation δĤ(t). The full

time-dependent Hamiltonian Ĥ(t) then reads,

Ĥ(t) = Ĥ0 + δĤ(t) (3.3)

where δH(t) = 0 for t < t0. The expectation value of the operator Â at a time t is

now given by

〈Â(t)〉 = Tr
{

ρ̂ÂH(t)
}

, (3.4)

where ÂH(t) is the operator Â in the Heisenberg picture given by

ÂH(t) = Û(t0, t)ÂÛ(t, t0), (3.5)

The change of the expectation value of Â due to the perturbation is given by

δ〈Â(t)〉 = 〈Â(t)〉 − 〈Â(t0)〉, (3.6)

The time-evolution operator can now be written as

Û ′(t, t0) = Û(t, t0) + δÛ(t, t0), (3.7)

The expectation value of Â at time t can then be written as

〈Â(t)〉 = Tr
{

ρ̂Û ′(t0, t)ÂÛ ′(t, t0)
}

(3.8)

= Tr
{

ρ̂Û(t0, t)ÂÛ(t, t0)
}

+ Tr
{

ρ̂Û(t0, t)ÂδÛ(t, t0)
}

+ Tr
{

ρ̂δÛ(t0, t)ÂÛ(t, t0)
}

+ O(δĤ2) (3.9)

= 〈Â(t0)〉 + Tr
{

ρ̂δÛ(t0, t)ÂÛ(t, t0)
}

+ Tr
{

ρ̂Û(t0, t)ÂδÛ(t, t0)
}

+ O(δĤ2). (3.10)

Substitution of Eq. (2.73) in the above equation then leads to the following expression

for the linear response of Â due to the perturbation δĤ(t),

δA(t) = −i

∫ t

t0

dt′〈[ÂH0
(t), δĤH0

(t′)]〉. (3.11)

We now consider the following perturbation

δĤ(t) =
∑

n

ÂnFn(t), (3.12)
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where the arbitrary operator Ân couples linearly to the corresponding field Fn(t).

Then the change of the equilibrium expectation value of Âm is given by

δAm(t) = −i

∫ t

t0

dt′

〈[

Âm(t)H0
,
∑

n

Ân(t′)H0
Fn(t′)

]〉

(3.13)

=
∑

n

∫ ∞

t0

dt′χmn(t, t′)Fn(t′) (3.14)

where the retarded linear response function χmn(t, t′) is defined by

χmn(t, t′) = −iΘ(t− t′)
〈[

Âm(t)H0
, Ân(t′)H0

]〉

, (3.15)

where Θ(τ) is the Heaviside step function that vanishes for τ > 0 and is equal to 1 for

τ > 0 and thus ensures that the linear response function is retarded, or causal. This

means that the response of the observable Âm at a time t is due only to perturbations

that are coupled to the operator Ân at times t′ < t.

If we insert two complete set of eigenstates of Ĥ0 in Eq. (3.15) we obtain

χmn(t, t′) = −iΘ(t− t′)
∞
∑

i,j,k

{

〈Ψi|ρ̂|Ψk〉〈Ψk|Âm(t)H0
|Ψj〉〈Ψj |Ân(t′)H0

|Ψi〉 (3.16)

−〈Ψi|ρ̂|Ψk〉〈Ψk|Ân(t′)H0
|Ψj〉〈Ψj |Âm(t)H0

|Ψi〉
}

.(3.17)

We note that 〈Ψi|ρ̂|Ψk〉 = δikPi, where Pi is simply the Boltzmann distribution

defined by

Pi =
e−β(Ei−µNi)

∑∞
j e−β(Ej−µNj)

. (3.18)

Using this result together with Eq. (2.62) we obtain

χmn(t, t′) = −iΘ(t − t′)
∞
∑

i,j

Pi

{

eiωij(t−t′)〈Ψi|Âm|Ψj〉〈Ψj |Ân|Ψi〉

− eiωji(t−t′)〈Ψi|Ân|Ψj〉〈Ψj |Âm|Ψi〉
}

, (3.19)

where ωij = Ei − Ej are the excitation energies of the system. From the above

expression we see that the response function depends only on the time difference

(t− t′). Interchanging i and j in the second term on the right-hand side of Eq. (3.19)

then yields

χmn(t − t′) = −iΘ(t− t′)
∞
∑

i,j

(Pi − Pj)e
iωij(t−t′)〈Ψi|Âm|Ψj〉〈Ψj |Ân|Ψi〉. (3.20)
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Since the perturbation δĤ(t) vanishes for t < t0 we can extend the time integration

in Eq. (3.14) to −∞ and subsequently do a Fourier transformation with respect to

(t− t′). In general, we define the Fourier transform f̃(ω) of an arbitrary function f(τ)

by

f̃(ω) =

∫ ∞

−∞
dτf(τ)eiωτ . (3.21)

For notational convenience we will drop the tilde on f̃(ω) in the following and assume

that it is clear from the frequency dependence that we are dealing with a different

quantity. We obtain for the Fourier transform of δAm(t),

δAm(ω) =
∑

n

χmn(ω)Fn(ω), (3.22)

where the Fourier transform of the response function is given by

χmn(ω) = lim
η→0+

∞
∑

i,j

(Pi − Pj)
〈Ψi|Âm|Ψj〉〈Ψj |Ân|Ψi〉

ω − ωji + iη
, (3.23)

where we used the integral representation of the heaviside step function

Θ(τ) = − 1

2πi
lim

η→0+

∫ ∞

−∞
dω

e−iωτ

ω + iη
. (3.24)

We note that the limit to zero of the positive infinitesimal η in Eq. (3.23) should

be taken after multiplication with Fn(ω). Equation (3.23) is known as the Lehmann

representation [44] of the response function, the poles of which correspond to the

exact excitation energies of the system.

3.3 The Linear Response Kohn-Sham Equations

With the theory of linear response formulated in the previous section we can now

derive the linear response to an arbitrary field of the density and current density.

In the previous chapters we saw that, under some assumptions, we can obtain the

true ground-state density and the true time-dependent density and current density

from a Kohn-Sham system of noninteracting particles. The ground-state Kohn-Sham

Hamiltonian Ĥs is given by a sum of single-particle Hamiltonians ĥs(ri) according to

Ĥs =

N
∑

i=1

ĥs(ri) =

N
∑

i=1

−1

2
∇2

i + vs(ri). (3.25)
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Similarly we have the following expression for the time-dependent Kohn-Sham Hamil-

tonian Ĥs(t),

Ĥs(t) =
N
∑

i=1

ĥs(ri, t) =
N
∑

i=1

1

2
[pi + As(ri, t)]

2 + vs(ri, t). (3.26)

Subtracting the ground-state Kohn-Sham Hamiltonian from the time-dependent Kohn-

Sham Hamiltonian we obtain the following expression for the perturbation,

δĤs(t) =

N
∑

i=1

1

2
p̂i · δAs(ri, t) +

1

2
δAs(ri, t) · p̂i +

1

2
δA2

s(ri, t) + δvs(ri, t) (3.27)

=

∫

dr̂jp(r) · δAs(r, t) +
1

2

∫

drρ̂(r)δA2
s(r, t) +

∫

drρ̂(r)δvs(r, t), (3.28)

where we defined δvs(r, t) = vs(r, t) − vs(r, t0) and δAs(r, t) = As(r, t) − As(r, t0).

Since the ground-state equilibrium can be described solely by a scalar potential we

assume that As(r, t0) vanishes. The linear response of the current density is therefore

given by

δj(r, t) = δjp(r, t) + ρ0(r)δAs(r, t), (3.29)

where ρ0(r) is the ground-state density. Using Eqs. (3.12), (3.22), and (3.23) in the

previous section we can now immediately write down the expressions for the linear

response of the density and current density in the frequency domain. They are given

by

δρ(r, ω) =

∫

dr′χs,ρjp(r, r′, ω) · δAs(r
′, ω) +

∫

dr′χs,ρρ(r, r
′, ω)δvs(r

′, ω) (3.30)

δj(r, ω) =

∫

dr′[χs,jpjp(r, r′, ω) + ρ0(r)δ(r − r′)] · δAs(r
′, ω)

+

∫

dr′χs,jpρ(r, r
′, ω)δvs(r

′, ω), (3.31)

where we used that the density and current density in the Kohn-Sham system are

equal to the true density and current density order by order as can be seen from

the derivation of Vignale’s theorem in the previous chapter. It remains to determine

the Kohn-Sham response functions χs,ab(r, r
′, ω) at T = 0. Since for the Kohn-Sham

system of noninteracting particles the |Ψi〉’s in Eq. (3.23) are Slater determinants, the

matrix element 〈Ψi|Âm|Ψj〉 is only nonvanishing for |Ψi〉’s and |Ψj〉’s that differ by

no more than one orbital if Âm is a single-particle operator such as the density and

current-density operator. Since (Pi − Pj) vanishes if |Ψi〉 is equal to |Ψj〉 it means

that only |Ψi〉’s and |Ψj〉’s that differ by exactly one orbital contribute to χs,ab(ω).

If this is the case this matrix element is equal to 〈φi|Âm|φj〉, where φi and φj are
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the Kohn-Sham orbitals of |Ψi〉 and |Ψj〉 that are different. It is easy to see that

the excitation energy ωji in Eq. (3.23) that corresponds to this matrix element is

then equal to the difference of the orbital energies of φi and φj , i.e., ωji = (ǫj − ǫi).

Furthermore, in the Kohn-Sham system the Boltzmann distribution Pi reduces to the

Fermi-Dirac distribution which we will denote by fi and is given by

fi =
1

eβ(ǫi−µ) + 1
. (3.32)

In the limit that the temperature goes to zero, and therefore β → ∞, we see from

the Fermi-Dirac distribution that fi = 1 for ǫi < µ and fi = 0 for ǫi > µ, that is the

orbitals with energies smaller than µ are occupied and and the orbitals with energies

larger than µ are unoccupied. Furthermore, in the limit T → 0 only the ground state

|Ψ0〉 is occupied in the initial equilibrium. Therefore, in this limit |Ψi〉 is simply equal

to |Ψ0〉 and the corresponding orbitals φi and orbital energies ǫi are properties of the

ground state only. The Kohn-Sham response functions χs,ab(r, r
′, ω) at T = 0 that

enter Eqs. (3.30) and (3.31) are thus given by

χs,ab(r, r
′, ω) = lim

η→0+

∞
∑

i,j

(fi − fj)
〈φi|â(r)|φj〉〈φj |b̂(r′)|φi〉

ω − (ǫj − ǫi) + iη
, (3.33)

where the operators â(r) and b̂(r) have to be substituted with the density operator

ρ̂(r) and the paramagnetic current-density operator ĵp(r). Here the limit to zero of

the positive infinitesimal η in Eq. (3.33) should be taken after integrating the response

function with the potential δvs(r, ω) or δAs(r, ω).

It is easy to see by doing a Fourier transformation of Eq. (2.38) that the continuity

equation in the linear response regime becomes

iωδρ(r, ω) = ∇ · δj(r, ω). (3.34)

We note that for practical applications it is often useful to rewrite Eq. (3.31) for the

induced current density δj(r, ω) using the conductivity sum rule

[

χs,jpjp(r, r′, 0)
]

ij
+ ρ0(r)δijδ(r − r′) = 0. (3.35)

The induced current density is then given by

δj(r, ω) =

∫

dr′
[

χs,jpjp(r, r′, ω) − χs,jpjp(r, r′, 0)
]

· δAs(r
′, ω)

+

∫

dr′χs,jpρ(r, r
′, ω)δvs(r

′, ω). (3.36)

However, one then neglects the small Landau diamagnetic contribution for the trans-

verse component of the induced current density [10].
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3.4 The Exchange-Correlation Kernel in TDDFT

Within TDDFT where we only consider time-dependent external fields that can be

reproduced by a scalar potential the only term that remains in Eqs. (3.30) and (3.31) is

that involving the Kohn-Sham density-density response function χs,ρρ(r, r
′, ω). In this

section we will show that within TDDFT the Kohn-Sham density-density response

function can be related to the true density-density response function through the

so-called exchange-correlation kernel. The exchange-correlation kernel is uniquely

defined (up to a constant) by

fxc(r, t, r
′, t′) =

δvxc(r, t)

δρ(r′, t′)
. (3.37)

This kernel describes the change in the exchange-correlation potential vxc(r, t) due to

a change in the density ρ(r, t). To obtain a relation between the Kohn-Sham density-

density response function χs,ρρ(r, r
′, ω) and the true density-density response function

χρρ(r, r
′, ω) we start from the functional derivative of the density with respect to the

external potential. We obtain

δρ(r1, t1)

δv(r2, t2)
=

∫

dt3dr3
δρ(r1, t1)

δvs(r3, t3)

δvs(r3, t3)

δv(r2, t2)
, (3.38)

where we used the functional generalization of the chain rule. The first term on the

right-hand side is simply the density-density response function of the Kohn-Sham

system which gives the change in the density due to a change in the Kohn-Sham

potential. The second term on the right-hand side gives the change of the Kohn-

Sham potential due to a change in the external potential. Using Eq. (2.21) we find

δvs(r3, t3)

δv(r2, t2)
= δ(r3 − r2)δ(t3 − t2)

+

∫

dt4dr4 [w(|r3 − r4|)δ(t3 − t4) + fxc(r3, t3, r4, t4)]
δρ(r4, t4)

δv(r2, t2)
(3.39)

Combining the above results we obtain the following relation between the Kohn-Sham

density-density response function and the true density-density response function,

χρρ(r1, t1, r2, t2) = χs,ρρ(r1, t1, r2, t2) +

∫

dt3dr3dt4dr4χs,ρρ(r1, t1, r3, t3)

×[w(|r3 − r4|)δ(t3 − t4) + fxc(r3, t3, r4, t4)]χρρ(r4, t4, r2, t2).(3.40)

Therefore, if we have an approximation for fxc we can find the true density-density

response function χρρ from Eq. (3.40). Since both χρρ and χs,ρρ only depend on the
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difference of their time coordinates we can do a Fourier transformation according to

Eq. (3.21) and obtain

χρρ(r1, r2, ω) = χs,ρρ(r1, r2, ω) +

∫

dr3dr4χs,ρρ(r1, r3, ω) {w(|r3 − r4|)

+ fxc(r3, r4, ω)}χρρ(r4, r2, ω). (3.41)

Therefore, if we have an approximation for fxc we can find the true density-density

response function χρρ from Eq. (3.40) or Eq. (3.41) if we are in the linear response

regime. Since fxc only depends on the difference of its time coordinates we see from

Eq. (3.37) that we can write

δvxc(r, ω) =

∫

dr′fxc(r, r
′, ω)δρ(r′, ω). (3.42)

It can readily be shown that fxc(r, r, ω) can be written as

fxc(r, r
′, ω) = χ−1

s,ρρ(r, r
′, ω) − χ−1

ρρ (r, r′, ω) − w(|(r − r′)|), (3.43)

which shows that fxc(r, r, ω) is a causal function since χ−1
s,ρρ(r, r

′, ω) and χ−1
ρρ (r, r′, ω)

are causal functions.

3.5 Exact Constraints within the Linear Response

Formulation of TDDFT

It is easy to see by doing Fourier transformations that within TDDFT the constraints

mentioned in section 2.8 have the following equivalents in the linear response regime.

We obtain for the zero-force and zero-torque theorems
∫

dr [δρ(r, ω)∇vxc,0(r) + ρ0(r)∇δvxc(r, ω)] = 0 (3.44)

∫

dr [δρ(r, ω)r ×∇vxc,0(r) + ρ0(r)r ×∇δvxc(r, ω)] = 0. (3.45)

The generalized translational invariance now reads

vxc,0[ρ
′
0](r) = vxc,0[ρ0](r − x(ω)) (3.46)

δvxc[δρ
′](r, ω) = δvxc[δρ](r − x(ω), ω), (3.47)

where

ρ′0(r) = ρ0(r − x(ω)) (3.48)

δρ′(r, ω) = δρ(r − x(ω), ω), (3.49)
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with x(ω) an arbitrary frequency-dependent function.

If the unperturbed system is invariant under time reversal, that is in the absence

of magnetic fields, the exchange-correlation kernel fxc(r, r
′, ω) satisfies the following

symmetry relation

fxc(r, r
′, ω) = fxc(r

′, r, ω). (3.50)

To prove this relation we start from the linear density-density response function which

is given by

χρρ(r, r
′, ω) = lim

η→0+

∞
∑

i,j

(Pi − Pj)
〈Ψi|ρ̂(r)|Ψj〉〈Ψj |ρ̂(r′)|Ψi〉

ω − ωji + iη
. (3.51)

If the unperturbed system is invariant under time reversal we can choose the

wave functions corresponding to |Ψi〉 to be real which means that 〈Ψi|ρ̂(r)|Ψj〉 =

〈Ψj|ρ̂(r)|Ψi〉. As a consequence we have the relation

χρρ(r, r
′, ω) = χρρ(r

′, r, ω). (3.52)

The symmetry relation in Eq. (3.50) then follows immediately from Eq. (3.43).

We can rewrite the zero-force theorem in terms of the exchange-correlation kernel

fxc(r, r
′, ω). Substitution of Eq. (3.42) into Eq. (3.44) followed by an integration by

parts leads to the following expression for the zero-force theorem
∫

dr∇ρ0(r)fxc(r, r
′, ω) = ∇′vxc,0(r

′). (3.53)

Using Eq. (3.50) we obtain the equivalent expression
∫

dr′∇′ρ0(r
′)fxc(r, r

′, ω) = ∇vxc,0(r). (3.54)

In a similar way we can rewrite the zero-torque theorem given in Eq. (3.45) in terms

of fxc(r, r
′, ω) as

∫

dr′r′ ×∇′ρ0(r
′)fxc(r, r

′, ω) = r ×∇vxc,0(r). (3.55)

3.6 Examples of Approximate Exchange-Correlation

Kernels

The exchange-correlation kernel of the ALDA can be obtained from Eq. (2.26). It is

given by

fALDA
xc (r, t, r′, t) = δ(t − t′)δ(r − r′)

d2ǫxc

dρ2

∣

∣

∣

∣

ρ=ρ0(r)

. (3.56)
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By doing a Fourier transformation we obtain the linear ALDA exchange-correlation

kernel

fALDA
xc (r, r′, ω) = δ(r − r′)

d2ǫxc

dρ2

∣

∣

∣

∣

ρ=ρ0(r)

, (3.57)

which is frequency independent.

In order to include the frequency dependence of fxc(r, r
′, ω) Gross and Kohn pro-

posed to approximate the exchange-correlation kernel by the exchange-correlation

kernel of the homogeneous electron gas fh
xc(|r− r′|, ω) evaluated at the local density,

an approximation in the spirit of the LDA [45]. Furthermore, they made the approx-

imation that the induced density δρ(r, ω) is sufficiently slowly varying that in the

expression for the linear exchange-correlation potential δvxc(r, ω) given in Eq. (3.42)

it can be taken from underneath the integral according to

δvxc(r, ω) ≃ δρ(r, ω)

∫

dr′fxc(r, r
′, ω). (3.58)

With slowly varying is meant that variations in in the ground-state density ρ0(r) are

negligible over a length given by the range of fh
xc(|r − r′|, ω), that is, outside this

range fh
xc(|r − r′|, ω) is close to zero. These approximations amount to the following

expression for the linear exchange-correlation potential,

δvGK
xc (r, ω) = δρ(r, ω)

∫

dr′fh
xc(ρ0(r), |r − r′|, ω) (3.59)

= fh
xc(ρ0(r), ω)δρ(r, ω). (3.60)

The approximations mentioned above are equivalent to the following approximation

for fxc(r, r
′, ω),

fGK
xc (r, r′, ω) = fh

xc(ρ0(r), ω)δ(r − r′). (3.61)

However, it turns out that the Gross Kohn approximation violates the zero-force

theorem. This is easily seen by substitution of the Gross-Kohn approximation for

fxc(r, r
′, ω) into Eq. (3.54). This leads to a left-hand side that is frequency depen-

dent, which cannot be equal to the right-hand side that is frequency independent.

Similar arguments lead to the conclusion that the Gross-Kohn approximation also

violates the zero-torque theorem. Furthermore, it can be shown that the Gross-Kohn

approximation also violates the constraint of generalized translational invariance [42].

3.7 The Ultra-Nonlocality Problem

In this section we show that Eq. (3.54) implies that the exchange-correlation kernel

fxc(r, r
′, ω) is of infinite range in |r−r′| and that therefore a frequency-dependent local
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density approximation for fxc(r, r
′, ω) does not exist [12, 13]. Let us start the proof

with the assumption that if the unperturbed density ρ0(r) is sufficiently slowly varying

the exchange-correlation kernel fxc(r, r
′, ω) has a gradient expansion according to

fxc(r, r
′, ω) = fh

xc(ρ0(r), r − r′, ω)

+ gh
xc(ρ0(r), r − r′, ω) · ∇ρ0(r) + O((∇ρ0)

2,∇⊗∇ρ0), (3.62)

where fh
xc, g

h
xc, etc., are properties of the homogeneous electron gas at the density

ρ0(r). With slowly varying we mean that variations in ρ0(r) are negligible over a

length given by the range of the kernels fh
xc, g

h
xc, etc. The gradient expansion of the

static exchange-correlation potential vxc,0(r) is given by

vxc,0(r) =
dǫh

xc(ρ)

dρ

∣

∣

∣

∣

ρ=ρ0(r)

+ O((∇ρ)2). (3.63)

Upon substitution of the above expansions into Eq. (3.54) we obtain to first order in

∇ρ0(r),

fh
xc(ρ0(r), ω)∇ρ0(r) =

d2ǫh
xc(ρ)

dρ2

∣

∣

∣

∣

ρ=ρ0(r)

∇ρ0(r), (3.64)

for all frequencies ω. Since we know that fh
xc(ρ0(r), ω) depends on the frequency it

cannot be equal to the frequency independent quantity d2ǫh
xc(ρ)/dρ2 and therefore we

have arrived at a contradiction. This means that the gradient expansion given in Eq.

(3.62) does not exist because fxc(r, r
′, ω) is of infinite range in |r − r′|.

Vignale and Kohn showed that the frequency-dependent exchange-correlation vec-

tor potential Axc(r, ω) does have a gradient expansion in terms of the current density

[12, 13]. Hence, the ultra-nonlocality problem of time-dependent density-functional

theory does not exist in time-dependent current-density-functional theory.

3.8 The Exchange-Correlation Kernel in TDCDFT

In the case of TDCDFT where we allow general time-dependent external fields we have

to consider a vector potential A(r, t) and its conjugate variable the current density

j(r, t). We now have to reconsider the meaning of Eq. (3.37). In this case we know

that for general time-dependent external fields the set of potentials {v(r, t),A(r, t)}
is uniquely determined (up to a gauge transformation) by the current denstity j(r, t)

and not by the density ρ(r, t) alone. It is easy to see that the same must be true for

the set of exchange-correlation potentials {vxc(r, t),Axc(r, t)}. However, for a given

expression for the set of potentials {vxc(r, t),Axc(r, t)} it might be that there is a part

of vxc(r, t) that only involves the divergence of the current density. This part can then
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be written in terms of the time-derivative of the density according to the continuity

equation. The variation of such a vxc(r, t) can then be written in the following form

δvxc(r, t)[ρ, j] =

∫

dr′dt′fxc(r, t, r
′, t′)δρ(r′, t′)

+

∫

dr′dt′f̃xc(r, t, r
′, t′) · δj(r′, t′), (3.65)

where we introduced a vector exchange-correlation kernel f̃xc. However, such an

expression might be misleading as it may seem from Eq. (3.65) that the density and

current density are independent variables which they are not since a variation in ρ(r, t)

implies a variation in j(r, t). Therefore the exchange-correlation kernel in Eq. (3.37)

has lost its meaning within TDCDFT since it would suggest that we can obtain fxc

as the functional derivative of vxc(r, t) with respect to the density while keeping the

current density fixed, i.e.,

fxc(r, t, r
′, t′) =

[

δvxc(r, t)

δρ(r′, t′)

]

j

. (3.66)

It is clear that a density with the property that upon variation it leaves the current

density unchanged cannot be reproduced by any physical potential, i.e., it is not v-

representable. However, since the density ρ(r, t) is itself a functional of the current

density j(r, t) through the continuity equation we could have written Eq. (3.65) as a

functional of the current density only. Taking the functional derivative with respect to

the current density then does not lead to any unphysical constraints on the density.

The outcome of this procedure, however, still depends on the particular choice of

gauge. Since we like to keep the discussion as general as possible we choose the gauge

such that the scalar potentials in the true interacting system and the noninteracting

Kohn-Sham system are zero at all times, i.e., we do a gauge transformation according

to Eq. (2.29) with Λ a solution of Eq. (2.31). From Eqs. (2.57) and (2.58) we observe

that the Kohn-Sham vector potential then has the form

As(r, t) = A(r, t) + AW (r, t) + Axc(r, t), (3.67)

where AW (r, t) is given by

∂AW (r, t)

∂t
= −∇

∫

dr′ρ(r′, t)w(|r − r′|). (3.68)

We can now define a tensor exchange-correlation functional fxc as the functional

derivative of the exchange-correlation vector potential with respect to the current

density,

fxc(r, t, r
′, t′) =

δAxc(r, t)

δj(r′, t′)
. (3.69)



3.8 The Exchange-Correlation Kernel in TDCDFT 55

In a similar way as for the density-density response function we can now derive an

expression that relates the true current-current response function χjj to the Kohn-

Sham current-current response function χs,jj using Eq. (3.69). We obtain

χjj(r1, t1, r2, t2) = χs,jj(r1, t1, r2, t2)

+

∫

dt3dr3dt4dr4χs,jj(r1, t1, r3, t3) · {fW (r3, t3, r4, t4)

+ fxc(r3, t3, r4, t4)} · χjj(r4, t4, r2, t2), (3.70)

where we defined

fW (r3, t3, r4, t4) =
δAW (r3, t3)

δj(r4, t4)
. (3.71)

With the help of the continuity equation we can rewrite Eq. (3.68) as

∂2AW (r, t)

∂t2
= ∇

∫

dr′∇′ · j(r′, t)w(|r − r′|). (3.72)

Since both χjj and χs,jj only depend on the difference of their time coordinates we

can use the above result to obtain the Fourier transform of Eq. (3.70). It is given by

χjj(r1, r2, ω) = χs,jj(r1, r2, ω) +

∫

dr3dr4χs,jj(r1, r3, ω) ·

×
{

fxc(r3, r4, ω) − 1

ω2
∇r3w(|r3 − r4|)∇r4

}

· χjj(r4, r2, ω). (3.73)

Since fxc only depends on the difference of its time coordinates we see from Eq. (3.69)

that we can write

δAxc(r, ω) =

∫

dr′fxc(r, r
′, ω) · δj(r′, ω). (3.74)

The tensor exchange-correlation kernel fxc(r, r
′, ω) is defined as

fxc(r, r
′, ω) = χ−1

s,jj(r, r
′, ω) − χ−1

jj (r, r′, ω) +
1

ω2
∇w(|(r − r′)|)∇′. (3.75)

Therefore, if we have an approximation for fxc we can find the true current-current

response function χjj from Eq. (3.70) or Eq. (3.73) if we are in the linear response

regime. We see that for the given gauge we only obtain a nonzero current-current

response function. However, since the density and current density are gauge invariant

this implies that a gauge transformation will lead to other response functions of the

density and current density being nonzero. This can be easily checked for instance in

the case of the linear response equations for δρ(r, ω) and δj(r, ω) of the Kohn-Sham

system given in Eqs. (3.30) and Eq. (3.31).
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3.9 Exact Constraints within the Linear Response

Formulation of TDCDFT

Within TDCDFT the constraints mentioned in section 2.8 have the following equiva-

lents within the linear response regime. For the zero-force and zero-torque theorems

we obtain
∫

dr [δρ(r, ω)∇vxc,0(r) + ρ0(r)∇δvxc(r, ω) + iωρ0(r)δAxc(r, ω)] = 0 (3.76)

∫

dr [δρ(r, ω)r ×∇vxc,0(r) + ρ0(r)r × {∇δvxc(r, ω) + iωδAxc(r, ω)}] = 0 (3.77)

The generalized translational invariance now reads

vxc,0[ρ
′
0](r) = vxc,0[ρ0](r − x(ω)) (3.78)

δvxc[δj
′](r, ω) = δvxc[δj](r − x(ω), ω) (3.79)

δAxc[δj
′](r, ω) = δAxc[δj](r − x(ω), ω), (3.80)

where

ρ′0(r) = ρ0(r − x(ω)) (3.81)

δj′(r, ω) = δj(r − x(ω), ω) − iωx(ω)ρ0(r − x(ω)), (3.82)

with x(ω) an arbitrary frequency-dependent function. The rigid translation of the

current density implies a rigid translation of the density according to δρ′(r, ω) =

δρ(r − x(ω), ω) through the continuity equation.

If the unperturbed system is invariant under time reversal, that is in the absence

of magnetic fields, the tensor exchange-correlation kernel fxc(r, r
′, ω) satisfies the On-

sager symmetry relation given by

fxc,ij(r, r
′, ω) = fxc,ji(r

′, r, ω). (3.83)

The proof is similar to that for the symmetry relation given in Eq. (3.50) for the

scalar exchange-correlation kernel. We start from the linear current-current response

function which is given by

χjj,ij(r, r
′, ω) = lim

η→0+

∞
∑

k,l

(Pk − Pl)
〈Ψk|ĵp,i(r)|Ψl〉〈Ψl|ĵp,j(r

′)|Ψk〉
ω − ωlk + iη

+ ρ0(r)δ(r − r′)δkl. (3.84)

If the unperturbed system is invariant under time reversal we can choose the wave

functions corresponding to |Ψi〉 to be real which means that 〈Ψi|ĵp,i(r)|Ψj〉 =
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〈Ψj|ĵp,i(r)|Ψi〉. As a consequence we have the relation

χjj,ij(r, r
′, ω) = χjj,ji(r

′, r, ω). (3.85)

The symmetry relation in Eq. (3.83) then follows immediately from Eq. (3.75).

If we choose the gauge such that all perturbations are included in the vector

potential, i.e., δvxc(r, ω) = 0 for all ω, we can rewrite the zero-force and zero-torque

theorems given in Eqs. (3.76) and (3.77) in terms of the exchange-correlation kernel

fxc(r, r
′, ω) according to

∫

dr′fxc,ij(r, r
′, ω)ρ0(r

′) =
∂i∂jvxc,0(r)

(iω)2
, (3.86)

∑

j,k

∫

dr′ǫljkfxc,ij(r, r
′, ω)ρ0(r

′)(r′k − rk) =
1

(iω)2

∑

j

ǫlji∂jvxc,0(r). (3.87)

The proofs of these relations are similar to that given in the derivation of Eq. (3.54).

For the proof of Eq. (3.86) we start by substituting Eq. (3.74) into Eq. (3.76) which

yields the following expression
∫

dr
∇ · δj(r, ω)

iω
∂ivxc,0(r) = −iω

∑

j

∫

dr

∫

dr′ρ0(r)fxc,ij(r, r
′, ω)δjj(r

′, ω), (3.88)

where we used the continuity equation ∇ · δj(r, ω) = iωδρ(r, ω). Integration by parts

on the left-hand side and interchange of r and r′ on the right-hand side then gives

∑

j

∫

drδjj(r, ω)
∂i∂jvxc,0(r)

iω
= iω

∑

j

∫

dr

∫

dr′ρ0(r
′)fxc,ij(r

′, r, ω)δjj(r, ω).(3.89)

This then immediately leads to
∫

dr′ρ0(r
′)fxc,ij(r

′, r, ω) =
∂i∂jvxc,0(r)

(iω)2
. (3.90)

We see that the righthand side is symmetric in i and j. This must therefore also be

true on the left-hand side. Interchanging i and j on the left-hand side and using the

Onsager symmetry relation in Eq. (3.83) then yields the equivalent expression given

in Eq. (3.86).

We can do similar manipulations for the zero-torque theorem. From Eq. (3.77) we

obtain

∑

j,k

ǫijk

∫

dr
∇ · δj(r, ω)

iω
rj∂kvxc,0(r) =

−iω
∑

j,k,l

ǫijk

∫

dr

∫

dr′ρ0(r)rjfxc,kl(r, r
′, ω)δjl(r

′, ω). (3.91)
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Integration by parts on the left-hand side gives the equation

∑

j,k,l

ǫijk

∫

dr

∫

dr′ρ0(r)rjfxc,kl(r, r
′, ω)δjl(r

′, ω) =

∑

j,k,l

ǫijk

∫

drδjl(r, ω)
∂l(rj∂kvxc,0(r))

(iω)2
+

∑

k,l

ǫilk

∫

drδjl(r, ω)
∂kvxc,0(r)

(iω)2
+
∑

j,k,l

ǫijk

∫

drδjl(r, ω)rj
∂k∂lvxc,0(r)

(iω)2
. (3.92)

In the last term of this expression we can use the expression given in Eq. (3.90). If

we insert this and bring it to the other side we find

∑

j,k,l

ǫijk

∫

drdr′ρ0(r
′)(r′j − rj)fxc,kl(r

′, r, ω)δjl(r, ω) =

∑

k

ǫilk

∫

drδjl(r, ω)
∂kvxc,0(r)

(iω)2
. (3.93)

After relabeling (k ↔ j, l ↔ i) this gives the relation

∑

j,k

ǫlkj

∫

dr′ρ0(r
′)(r′k − rk)fxc,ji(r

′, r, ω) =
1

(iω)2

∑

j

ǫlij∂jvxc,0(r). (3.94)

Using the Onsager symmetry relation (3.83) this can then be rewritten according to

Eq. (3.87).

In the next chapter we will show a derivation of the explicit expression that Vignale

and Kohn derived for the exchange-correlation vector potential as a functional of the

current density which makes use of the exact constraints given in this section [12,13].



Chapter 4

The Vignale-Kohn Functional

4.1 Introduction

In this chapter we will give a derivation of the Vignale-Kohn functional [12,13]. The

derivation contains two main steps which consist of first establishing some properties

of the exchange-correlation kernel for the homogeneous electron gas and secondly

using these properties together with basic conservation laws and other exact relations

to construct an expression for the exchange-correlation kernel of the inhomogeneous

electron gas. The main results of each of the steps are summarized in the next section.

In the remaining sections we will show the derivation of these steps in some detail.

4.2 Summary of the Main Results

4.2.1 The Exchange-Correlation Kernel of the Homogeneous

Electron Gas

In sections 4.3 and 4.4 we show that the exchange-correlation kernel of the homoge-

neous electron gas has the following structure

fh
xc,ij(k, ω) =

1

ω2

[

fh
xcL(k, ω)kikj + fh

xcT (k, ω)(|k|2δij − kikj)
]

, (4.1)

where fh
xcL(k, ω) and fh

xcT (k, ω) are the longitudinal and transverse response kernels,

respectively. Their explicit expressions are given in Eqs. (4.65) and (4.66). One can

show that in the limit k → 0 the kernels fh
xcL,T (k, ω) are finite functions of the
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frequency according to

lim
k→0

fh
xcL,T (k, ω) = fh

xcL,T (ω). (4.2)

This relation is essential for the derivation of the Vignale-Kohn functional. With this

relation one obtains that

fh
xc,ij(k, ω) =

1

ω2

[

fh
xcL(ω)kikj + fh

xcT (ω)(|k|2δij − kikj)
]

(4.3)

is a good approximation whenever k ≪ kF , ω/vF where kF is the Fermi momentum

and vF the Fermi velocity. We use Eq. (4.3) extensively in section 4.5 where we

discuss the weakly inhomogeneous electron gas.

4.2.2 The Weakly Inhomogeneous Electron Gas

In section 4.5 we consider a weakly modulated electron gas with ground-state density

ρ0(r) = ρ(1 + 2γ cos (q · r)) (4.4)

with γ ≪ 1. The parameter γ determines the amplitude of the density oscillation and

the wave vector q is a parameter that determines the rapidity of the oscillation. The

density is periodic in the direction a according to

ρ0(r + a) = ρ0(r) (4.5)

for q · a = 2πm where m is an integer. The exchange-correlation kernel then has the

same periodicity

fxc,ij(r + a, r′ + a) = fxc,ij(r, r
′). (4.6)

For this reason one can readily show that fxc,ij(r, r
′, ω) has the following expansion

fxc,ij(r, r
′, ω) =

∞
∑

m=−∞

∫

dk

(2π)3
fxc,ij(k + mq,k, ω)ei(k+mq)·re−ik·r′ , (4.7)

where the coefficients in this expansion are defined as

fxc,ij(k + mq,k, ω) ≡ 1

V

∫

dr

∫

dr′fxc,ij(r, r
′, ω)e−i(k+mq)·reik·r′ , (4.8)

where V is the volume of the system. For these coefficients it is not difficult to see

that to first order in γ only the coefficients for m = 0,±1 contribute in the expansion

(4.7). Furthermore, for m = 0 it is not difficult to see that to first order in γ

fxc,ij(k,k, ω) = fh
xc,ij(k, ω), (4.9)

which can be obtained from Eq. (4.3). It therefore remains to find an explicit expres-

sion for fxc,ij(k ± q,k, ω) that can be inserted into Eq. (4.7).
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4.2.3 The Exhange-Correlation Kernel to First Order in γ

It turns out that to first order in γ the form of fxc,ij(k ± q,k, ω) is completely

determined by the following constraints

fxc,ij(k + mq,k, ω) = fxc,ji(−k,−k − mq, ω) (4.10)

lim
q→0

fxc,ij(k + q,k, ω)(ω) = γρ
∂fh

xc,ij(k, ω)

∂ρ
(4.11)

=
γρ

ω2

[

∂fh
xcL(ω)

∂ρ
kikj+

∂fh
xcT (ω)

∂ρ
(k2δij−kikj)

]

(4.12)

lim
k→0

fxc,ij(k + q,k, ω) = − γ

ω2
[δfh

xcL(ω)qiqj + fh
xcT (ω)(q2δij − qiqj)] (4.13)

lim
k→0

∑

j,k

ǫljk
∂fxc,ij(k,k + q, ω)

∂kk
= − γ

ω2
[δfh

xcL(ω) − 3fh
xcT (ω)]

∑

k

ǫlkiqk. (4.14)

The derivations of these constraints are given in sections 4.5.2 and 4.5.3. Equation

(4.10) is obtained from the Onsager symmetry relation given in Eq. (3.83). Equation

(4.12) is the Ward identity which follows directly by consideration of a system with

a constant density change (as caused by a shift of the chemical potential). Equations

(4.13) and Eq.(4.14) are derived from the zero-force and zero-torque theorems given

in Eqs. (3.86) and (3.87). In section 4.5.4 we show that together these constraints

lead to the following explicit expression for fxc,ij(k + q,k, ω) to first order in γ,

fxc,ij(k + q,k, ω) = − γ

ω2

{

(δfh
xcL(ω) − fh

xcT (ω))qiqj + fh
xcT (ω)δijq

2

−ρ
∂fh

xcT (ω)

∂ρ
δijk · (k + q) + A(ρ, ω)(ki + qi)kj

−B(ρ, ω)ki(kj + qj)

}

, (4.15)

where

A(ρ, ω) =

[

ρ(2
∂fh

xcT (ω)

∂ρ
− ∂fh

xcL(ω)

∂ρ
) + 3fh

xcT (ω) − δfh
xcL(ω)

]

(4.16)

B(ρ, ω) =

[

ρ
∂fh

xcT (ω)

∂ρ
+ 3fh

xcT (ω) − δfh
xcL(ω)

]

. (4.17)

Here we defined

δfh
xcL(ω) = fh

xcL(ω) − lim
k→0

fh
xcL(k, ω = 0). (4.18)
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4.2.4 The Vignale-Kohn Functional in Real Space

In section 4.5.5 we show that we can obtain an expression for the exchange-correlation

vector potential in real space from the explicit expression of the exchange-correlation

kernel given in Eq. (4.15). We start from the first-order change in the exchange-

corrrelation vector potential which is given by

δAxc,i(r, ω) =
∑

j

∫

dr′fxc,ij(r, r
′, ω)δjj(r

′, ω)

=
∑

j

∫

dk

(2π)3
fh

xc,ij(k, ω)δjj(k, ω)eik·r

+
∑

m=±1

eimq·r
∑

j

∫

dk

(2π)3
fxc,ij(k + mq,k, ω)δjj(k, ω)eik·r, (4.19)

where we used the expansion of the exchange-correlation kernel of Eq. (4.7) and where

we defined the Fourier transform of the current density as

δjj(k, ω) =

∫

drδjj(r, ω)e−ik·r. (4.20)

If we now insert the explict forms of Eqs. (4.3) and (4.15) into Eq. (4.19) and use the

explicit form of the density of the weakly inhomogeneous electron gas given in Eq.

(4.4) we obtain the expression of Vignale-Kohn in a form derived by Vignale, Ullrich

and Conti [46],

δAxc,i(r, ω) =
1

iω
∂iδv

ALDA
xc (r, ω) − 1

iωρ0(r)

∑

j

∂jσxc,ij(r, ω) (4.21)

where δvALDA
xc (r, ω) is the first order change in the ALDA exchange-correlation po-

tential given in Eq. (2.26) and we defined the tensor σxc(r, ω) as

σxc,ij(r, ω) = η̃xc(r, ω)

[

∂iuj + ∂jui −
2

3
δij(∇ · u)

]

+ ζ̃xc(r, ω)δij(∇ · u), (4.22)

where we defined the velocity field as u(r, ω) = δj(r, ω)/ρ0(r) and we defined the

coefficients

η̃xc(r, ω) = −ρ2
0(r)

iω
fh

xcT (ρ0, ω) (4.23)

ζ̃xc(r, ω) = −ρ2
0(r)

iω

[

fh
xcL(ρ0, ω) − 4

3
fh

xcT (ρ0, ω) − fh
xcL(ρ0, ω = 0)

]

. (4.24)

In the following sections we will go through the derivation of these steps in some

detail.
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4.3 The Homogeneous Electron gas

We see from Eq. (3.15) that the density-density response function and the current-

current response function (at T = 0) are given by, respectively,

χρρ(r, t, r
′, t′) = −iΘ(t − t′)〈Ψ0|[ρ̂(r, t)H0

, ρ̂(r′, t′)H0
]|Ψ0〉 (4.25)

χjj,ij(r, t, r
′, t′) = −iΘ(t − t′)〈Ψ0|[̂jp,i(r, t)H0

, ĵp,j(r
′, t′)H0

]|Ψ0〉
+ρ0(r)δijδ(r − r′)δ(t − t′), (4.26)

where |Ψ0〉 is the ground state. The electron gas represents a model physical system

for which the many-body effects can be studied in detail. It is the starting point for

many approximations in density functional theory. Because of translational symmetry

all response functions of the electron gas depends only on the relative vector. For the

current-density response from the ground state for instance we have

δji(r, t) =
∑

j

∫

dr′dt′χij(r − r′, t − t′)δAj(r
′, t′), (4.27)

where for notational convenience we have left out the subindex jj of the current-current

response function. We will continue to do so in the remaining of this chapter. Here

we chose the gauge such that all perturbations are included in the vector potential,

i.e., δv(r, t) is equal to zero at all times t. Equation (4.27) is of convolution form and

it is therefore convenient to do a Fourier transform in space and time

δji(k, ω) =
∑

j

χij(k, ω)δAj(k, ω), (4.28)

where the Fourier transform and its inverse are given by

f(k, ω) =

∫

drdte−i(k·r−ωt)f(r, t) (4.29)

f(r, t) =

∫

dkdω

(2π)4
ei(k·r−ωt)f(k, ω), (4.30)

and we use the convention that the arguments of Fourier transformed quantities are

denoted by the symbols k, q or p. In Fourier space it is easy to characterize whether

a vector field A(k) is tranverse or longitudinal. A field is called transverse if

A(k) · k = 0, (4.31)

i.e., if the field is perpendicular to k. On the other hand, if

k × A(k) = 0, (4.32)
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i.e., if A(k) = α(k)k for some function α(k), then the field is called longitudinal.

For finite k an arbitrary field A(k) can always be split up into its transverse and

longitudinal parts as follows

A(k) = AT (k) + AL(k) (4.33)

AL(k) = (A(k) · k)
k

|k|2 (4.34)

AT (k) = A(k) − (A(k) · k)
k

|k|2 =
1

|k|2 k × (k × A(k)). (4.35)

Because of the isotropy of the electron gas a longitudinal vector field induces a longi-

tudinal current. This defines the longitudinal response function χL(k, ω) by

δjL(k, ω) = χL(k, ω)δAL(k, ω). (4.36)

Similarly, a transverse field induces a transverse current. This defines the transverse

response function χT (k, ω), i.e.,

δjT (k, ω) = χT (k, ω)δAT (k, ω). (4.37)

The response to a general field can then be obtained by splitting it in its transverse

and longitudinal parts as in Eqs. (4.34) and (4.35). So we obtain

δj(k, ω) = χL(k, ω)δAL(k, ω) + χT (k, ω)δAT (k, ω)

=
∑

j

χij(k, ω)δAj(k, ω), (4.38)

where

χij(k, ω) = χL(k, ω)
kikj

|k|2 + χT (k, ω)(δij −
kikj

|k|2 ). (4.39)

It is readily seen that the inverse response function χ−1
ij (k, ω) has the same structure

χ−1
ij (k, ω) =

1

χL(k, ω)

kikj

|k|2 +
1

χT (k, ω)
(δij −

kikj

|k|2 ). (4.40)

It is instructive to work out the relation between χL(k, ω) and the density-density

response function for the case that we only have an external scalar potential δv(r, t).

In that case the induced density is given by

δρ(r, t) =

∫

dr′dt′χρρ(r − r′, t − t′)δv(r′, t′). (4.41)

If we do a Fourier transformation we obtain

δρ(k, ω) = Π(k, ω)δv(k, ω), (4.42)
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where we defined Π(k, ω) = χρρ(k, ω) in order to avoid confusion with χij . The

scalar potential can be transformed into a longitudinal vector potential by the gauge

transformation given in Eq. (2.29) with Λ(r, t) a solution of Eq. (2.31). In Fourier

space this means that Λ(k, ω) is given by

iωΛ(k, ω) = δv(k, ω), (4.43)

and the vector potential becomes

δAL(k, ω) = ikΛ(k, ω). (4.44)

Therefore we find

δAL(k, ω) =
k

ω
δv(k, ω), (4.45)

which is a longitudinal vector field. We further consider the continuity equation

∂δρ(r, t)

∂t
= −∇ · δj(r, t), (4.46)

in Fourier space which gives

iωδρ(k, ω) = ik · δj(k, ω). (4.47)

With this expression we then obtain

δρ(k, ω) =
k · δj(k, ω)

ω
=

k · χL(k, ω)δAL(k, ω)

ω

=
|k|2
ω2

χL(k, ω)δv(k, ω). (4.48)

From this relation we see that

χL(k, ω) =
ω2

|k|2 Π(k, ω). (4.49)

Finally, we give some useful relations to extract the longitudinal and transverse re-

sponse functions from χij(k, ω). From Eq. (4.39) we see that

χL(k, ω) =
∑

ij

kikj

|k|2 χij(k, ω). (4.50)

Since

Trχij =
∑

i

χii(k, ω) = χL(k, ω) + 2χT (k, ω), (4.51)

we have

χT (k, ω) =
1

2

∑

ij

(δij −
kikj

|k|2 )χij(k, ω). (4.52)
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4.4 TDCDFT for the Homogeneous Electron Gas

As explained in section 2.6 in TDCDFT we introduce the set of Kohn-Sham potentials

{vs(r, t),As(r, t)} that reproduces the true induced current density of an interacting

system with potentials {v(r, t),A(r, t)} in a noninteracting system. Here and in the

remaining of this chapter we choose the gauge such that in the interacting and non-

interacting system all perturbations are included in the vector potential, i.e., δv(r, t)

and δvs(r, t) are equal to zero for all times t. We then have the following expression

for the induced current density,

δji(r, t) =
∑

j

∫

dr′dt′χij,s(r, t, r
′, t′)δAj,s(r

′, t′), (4.53)

where

δAs(r, t) = δA(r, t) + δAH(r, t) + δAxc(r, t). (4.54)

In this equation

∂δAH(r, t)

∂t
= −∇δvH(r, t) = −∇

∫

dr′
ρ(r′, t)

|r − r′| (4.55)

is the longitudinal vector potential corresponding to the dynamic Hartree potential.

We further define the exchange-correlation kernel fxc by

δAxc,i(r, t) =
∑

j

∫

dr′dt′fxc,ij(r, t, r
′, t′)δjj(r

′, t′). (4.56)

For the special case of the homogeneous electron gas we obtain in Fourier space the

equation

δji(k, ω) =
∑

j

χij,s(k, ω)δAj,s(k, ω), (4.57)

where

δAs(k, ω) = δA(k, ω) +
k

ω
δvH(k, ω) + δAxc(k, ω), (4.58)

and

δAxc,i(k, ω) =
∑

j

fxc,ij(k, ω)δjj(k, ω). (4.59)

For any practical application of TDCDFT we need an approximation for δAxc(k, ω).

Let us therefore analyze this term a bit further. If we express δvH(k, ω) in terms of

the current using the continuity equation

δvH(k, ω) =
4πδρ(k, ω)

|k|2 =
4πk · δj(k, ω)

ω|k|2 , (4.60)
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we have

δAxc(k, ω) = δAs(k, ω) − δA(k, ω) − 4πk

ω2|k|2 k · δj(k, ω). (4.61)

From this equation we immediately see that

fxc,ij(k, ω) = χ−1
ij,s(k, ω) − χ−1

ij (k, ω) − 4πkikj

ω2|k|2 . (4.62)

From this equation and Eq. (4.40) we see that

fxc,ij(k, ω) =

[

1

χL,s(k, ω)
− 1

χL(k, ω)
− 4π

ω2

]

kikj

|k|2

+

[

1

χT,s(k, ω)
− 1

χT (k, ω)

]

(δij −
kikj

|k|2 ), (4.63)

where χL,s and χT,s are the noninteracting longitudinal and transverse response func-

tions of the electron gas. We now define the longitudinal and transverse response

kernels by

fxc,ij(k, ω) =
1

ω2

[

fh
xcL(k, ω)kikj + fh

xcT (k, ω)(|k|2δij − kikj)
]

. (4.64)

These functions are explicitely given by

fh
xcL(k, ω) =

ω2

|k|2
[

1

χL,s(k, ω)
− 1

χL(k, ω)

]

− 4π

|k|2

=
1

Πs(k, ω)
− 1

Π(k, ω)
− 4π

|k|2 , (4.65)

and

fh
xcT (k, ω) =

ω2

|k|2
[

1

χT,s(k, ω)
− 1

χT (k, ω)

]

. (4.66)

In these equations Πs is the Kohn-Sham density-density response function. We see

that fh
xcL coincides with the fxc of scalar TDDFT. It was shown by Vignale and

Kohn [12, 13] that in the limit k → 0 the kernels fh
xcL,T (k, ω) are finite functions of

the frequency according to

lim
k→0

fh
xcL,T (k, ω) = fh

xcL,T (ω) (4.67)

With this relation we obtain that

fh
xc,ij(k, ω) =

1

ω2

[

fh
xcL(ω)kikj + fh

xcT (ω)(|k|2δij − kikj)
]

(4.68)

is a good approximation if |k| ≪ kF , ω/vF where kF is the Fermi momentum and

vF is the Fermi velocity. This result will be important later in the derivation of the

Vignale-Kohn expression for the exchange-correlation vector potential.
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4.5 The Weakly Inhomogeneous Electron Gas

4.5.1 The Expansion of the Exchange-Correlation Kernel

We now consider the case of the weakly inhomogeneous electron gas with a ground-

state density

ρ0(r) = ρ(1 + 2γ cos (q · r)), (4.69)

and γ ≪ 1. This density is periodic in the direction a,

ρ0(r + a) = ρ0(r), (4.70)

for q · a = 2πm where m is an integer. The exchange-correlation kernel then has the

same periodicity

fxc,ij(r + a, r′ + a, ω) = fxc,ij(r, r
′, ω). (4.71)

We then define the following coefficients

fxc,ij(k + mq,k, ω) ≡ 1

V

∫

dr

∫

dr′fxc,ij(r, r
′, ω)e−i(k+mq)·reik·r′ , (4.72)

where V is the volume of the system. Formally the volume is infinite and therefore Eq.

(4.72) should be understood in the appropriate limit. If fxc,ij satisfies the periodicity

condition Eq. (4.71) then fxc,ij has the expansion

fxc,ij(r, r
′, ω) =

∞
∑

m=−∞

∫

dk

(2π)3
fxc,ij(k + mq,k, ω)ei(k+mq)·re−ik·r′ . (4.73)

The proof goes as follows. Let A be the right-hand side of Eq. (4.73). Then by

insertion of the definition (4.72) we have

A =
1

V

∞
∑

m=−∞

∫

dx

∫

dx′
∫

dk

(2π)3
fxc,ij(x,x′, ω)e−i(k+mq)·xeik·x′

ei(k+mq)·re−ik·r′

=
1

V

∞
∑

m=−∞

∫

dx

∫

dx′fxc,ij(x,x′, ω)e−imq·(x−r)δ(x′ − x + r − r′)

=
1

V

∞
∑

m=−∞

∫

dxfxc,ij(x,x + r′ − r, ω)e−imq·(x−r)

=
1

V

∞
∑

m=−∞

∫

dxfxc,ij(x + r,x + r′, ω)e−imq·x, (4.74)

where in the last step we made the substitution x → x + r. We can now write x as

x = x q̂ + y e1 + z e2, (4.75)
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where q̂ is a unit vector in the q-direction and e1 and e2 are unit vectors which

are orthogonal to q and to each other. Then this coordinate transformation has a

Jacobian equal to one. Because of Eq. (4.71) we now have that in Eq. (4.74) we can

write

fxc,ij(x + r,x + r′, ω) = fxc,ij(x q̂ + r, x q̂ + r′, ω). (4.76)

Therefore we obtain from Eq. (4.74) by integrating over y and z the relation

A =
1

L

∞
∑

m=−∞

∫

dx fxc,ij(x q̂ + r, x q̂ + r′, ω)e−imqx, (4.77)

where q = |q| and L is the dimension of the system. We now use

∞
∑

m=−∞
e−imqx = Lu

∞
∑

m=−∞
δ(x − 2πm

q
), (4.78)

where Lu = 2π/q is the lenght of the unit cell. We then have

A =
Lu

L

∞
∑

m=−∞
fxc,ij(r +

2πm

q
q̂ , r′ +

2πm

q
q̂, ω)

= fxc,ij(r, r
′, ω)

∞
∑

m=−∞

Lu

L
= fxc,ij(r, r

′, ω), (4.79)

where we again used the periodicity condition Eq. (4.71). We note that the above

expressions must be understood in the appropriate limit. We have thus proved Eq.

(4.73).

4.5.2 First Order in the Inhomogeneity and the Ward Identity

Now we are going to study the exchange-correlation kernel to first order in the inho-

mogeneity parameter γ. We define the density deviation form homogeneity as

δρ(r) = ρ0(r) − ρ = 2γρ cos(q · r). (4.80)

Then fxc,ij(r, r
′, ω) can be functionally Taylor-expanded as

fxc,ij(r, r
′, ω) = fxc,ij(ρ, r, r′, ω) +

∫

dr′′gxc,ij(ρ, r, r′, r′′, ω)δρ(r′′) + O(δρ2)(4.81)

= fh
xc,ij(ρ, r − r′, ω)

+ 2γρ

∫

d3r′′gh
xc,ij(ρ, r − r′′, r′ − r′′, ω) cos(q · r′′) + O(γ2), (4.82)
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where we defined the function

gxc,ij(r, r
′, r′′, ω) =

δfxc,ij(r, r
′, ω)

δρ(r′′)
. (4.83)

This can be done since the response functions and hence fxc,ij(r, r
′, ω) are ground-

state expectation values and therefore functionals of the ground-state density. We

used in Eq. (4.82) that any n-point function F in the homogeneous electron gas is

translationally invariant, i.e.,

F (r, . . . , rn) = F (r + a, . . . , rn + a), (4.84)

for any vector a. In particular we can choose a = −rn and therefore

F (r, . . . , rn) = F (r − rn, . . . , rn−1 − rn, 0). (4.85)

We can now write the function gh
xc,ij in a Fourier expansion as

gh
xc,ij(ρ, r−r′′, r′−r′′, ω) =

∫

dk

(2π)3
dp

(2π)3
gh

xc,ij(k,p, ω)eik·(r−r′′)e−ip·(r′−r′′). (4.86)

Then we obtain

fxc,ij(r, r
′, ω) = fh

xc,ij(ρ, r − r′, ω) +

γρ
∑

m=±1

∫

dk

(2π)3
dp

(2π)3

∫

d3r′′gh
xc,ij(k,p, ω)eik·(r−r′′)e−ip·(r′−r′′)eimq·r′′ +O(γ2)(4.87)

= fh
xc,ij(ρ, r − r′, ω) +

γρ
∑

m=±1

∫

dk

(2π)3
dp

(2π)3
gh

xc,ij(k,p, ω)eik·re−ip·r′δ(p − k + mq) + O(γ2) (4.88)

=

∫

dp

(2π)3
fh

xc,ij(ρ,p, ω)eip·(r−r′) +

γρ
∑

m=±1

∫

dp

(2π)3
gh

xc,ij(p + mq,p, ω)ei(p+mq)·re−ip·r′ + O(γ2). (4.89)

Comparing this expression to the expansion in Eq. (4.73) we immediately find that

to first order in γ

fxc,ij(k,k, ω) = fh
xc,ij(k, ω) (4.90)

fxc,ij(k ± q,k, ω) = γρ gh
xc,ij(k ± q,k, ω). (4.91)
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This means that to first order in the inhomogeneity parameter γ we have the following

expression for fxc,ij(r, r
′, ω):

fxc,ij(r, r
′, ω) =

∫

dk

(2π)3
fh

xc,ij(ρ,k, ω)eik·(r−r′)

+
∑

m=±1

∫

dk

(2π)3
fxc,ij(p + mq,p, ω)ei(k+mq)·re−ik·r′ . (4.92)

This is an important relation that will be used in the remainder of this section. It

now remains to find an expression for the expansion coefficients fxc,ij(k ± q,k, ω).

The form of these coefficients is fixed by a number of exact relations. If we take the

q → 0 limit of Eq. (4.89) we obtain

fxc,ij(r, r
′, ω)=fh

xc,ij(ρ, r − r′, ω)+2γρ

∫

dp

(2π)3
gh

xc,ij(p,p, ω)eip·(r−r′)+O(γ2), (4.93)

where

gh
xc,ij(p,p, ω) = lim

q→0
gh

xc,ij(p ± q,p, ω). (4.94)

Here we write the limit since it is important when p = 0. On the other hand in the

q → 0 limit the density change is simply δρ(r) = 2γρ and therefore

fxc,ij(r, r
′, ω) = fh

xc,ij(ρ + 2γρ, r− r′, ω) (4.95)

= fh
xc,ij(ρ, r − r′, ω) + 2γρ

∂fh
xc,ij(ρ, r − r′, ω)

∂ρ
+ O(γ2) (4.96)

= fh
xc,ij(ρ, r − r′, ω) + 2γρ

∫

dp

(2π)3
∂fh

xc,ij(p, ω)

∂ρ
eip·(r−r′)+O(γ2).(4.97)

Comparing Eq. (4.97) to Eq. (4.93) we see that

lim
q→0

gh
xc,ij(p± q,p, ω) =

∂fh
xc,ij(p, ω)

∂ρ
, (4.98)

With Eq. (4.91) this yields

lim
q→0

fxc,ij(p ± q,p, ω) = γρ
∂fh

xc,ij(p, ω)

∂ρ
. (4.99)

This relation is referred to by Vignale and Kohn as the Ward identity [12, 13]. It is

very important for our later expansion in gradients of the density ρ0(r) since it allows

us to replace the density dependence of the gradient expansion coefficients on ρ by

ρ0(r). We will discuss this in detail later.
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4.5.3 The Onsager Relation and the Conservation Laws

When the Onsager symmetry relation (3.83) is inserted in the definition Eq. (4.72)

we find

fxc,ij(k + mq,k, ω) = fxc,ji(−k,−k − mq, ω). (4.100)

Furthermore, from the constraints set by the zero-force and zero-torque theorems

given in Eqs. (3.86) and (3.87) it follows that to first order in γ we have

lim
k→0

fxc,ij(k + q,k, ω) = −γ[fh
xc,ij(q, ω) − qiqj

ω2
fh

xcL(q, ω = 0)](4.101)

lim
k→0

∑

j,k

ǫljk
∂fxc,ij(k,k + q, ω)

∂kk
= −γ

∑

j,k

ǫljk

∂fh
xc,ij(q, ω)

∂qk

+
γ

ω2
fh

xcL(q, ω = 0)
∑

j

ǫljiqj . (4.102)

The proof goes as follows. We insert expansion (4.73) in Eq. (3.86),

∞
∑

m=−∞

∫

dk

(2π)3

∫

dr′fxc,ij(k + mq,k, ω)ei(k+mq)·re−ik·r′(ρ + 2γρ cos(q · r′)) =

∂i∂jvxc,0(r)

(iω)2
. (4.103)

On the right-hand side of this expression we can use

vxc,0(r) = vh
xc(ρ)+

∫

dr′
δvxc(r)

δρ(r′)
δρ(r′)+O(δρ2)

= vh
xc(ρ)+2γρ

∫

dr′fh
xcL(ρ, r − r′, ω = 0) cos(q · r′)+O(γ2)

= vh
xc(ρ)+γρ

∫

dk

(2π)3

∫

dr′fh
xcL(ρ,k, ω = 0)eik·(r−r′)(eiq·r′ + e−iq·r′)+O(γ2)

= vh
xc(ρ)+γρ

∫

dk

(2π)3
fh

xcL(ρ,k, ω = 0)eik·r(δ(k − q) + δ(k + q))+O(γ2)

= vh
xc(ρ)+γρfh

xcL(ρ,q, ω = 0)(eiq·r + e−iq·r)+O(γ2), (4.104)

where we used the inversion symmetry fh
xcL(−q) = fh

xcL(q). If we insert this equation

(4.104) into the right-hand side of Eq. (4.103) and collect on both sides the terms that

are of first order in γ we obtain the relation

ρ
∑

m±1

∫

dk

(2π)3

∫

dr′fxc,ij(k + mq,k, ω)ei(k+mq)·re−ik·r′

+γρ

∫

dk

(2π)3

∫

dr′fh
xc,ij(k, ω)eik·(r−r′)(eiq·r′ + e−iq·r′)

= γρ
qiqj

ω2
fh

xcL(q, ω = 0)(eiq·r + e−iq·r). (4.105)
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Carrying out subsequently the r′ and k integrations on the left-hand side of this

expression then yields

ρ
∑

m±1

fxc,ij(mq, 0, ω)eimq·r + γρfh
xc,ij(q, ω)(eiq·r + e−iq·r)

= γρ
qiqj

ω2
fh

xcL(q, ω = 0)(eiq·r + e−iq·r). (4.106)

If we compare the exponents on both sides we thus find

lim
k→0

fxc,ij(k + q,k, ω) = −γ
[

fh
xc,ij(q, ω) − qiqj

ω2
fh

xcL(q, ω = 0)
]

, (4.107)

which proves Eq. (4.101).

The other relation given in Eq. (4.102) can be proved similarly. We first note that by

taking the derivative of Eq. (4.72) we obtain

−i
∂fxc,ij

∂kk
(k + mq,k, ω) =

1

V

∫

dr

∫

dr′
{

fxc,ij(r, r
′, ω)(r′k − rk)

× e−i(k+mq)·reik·r′
}

. (4.108)

The function (r′k − rk)fxc,ij(r, r
′, ω) also satisfies the periodicity condition given in

Eq. (4.71) and thus has the expansion

(r′k − rk)fxc,ij(r, r
′, ω) = −i

∞
∑

m=−∞

∫

dk

(2π)3

{

∂fxc,ij

∂kk
(k + mq,k, ω)

× ei(k+mq)·re−ik·r′
}

. (4.109)

Inserting expression (4.109) into Eq. (3.87) then yields

−i
∑

j,k

ǫljk

∞
∑

m=−∞

∫

dk

(2π)3

∫

dr′
{

∂fxc,ij

∂kk
(k + mq,k, ω)ei(k+mq)·re−ik·r′

×(ρ + 2γρ cos(q · r′))
}

=
1

(iω)2

∑

j

ǫlji∂jvxc,0(r). (4.110)

If we now insert expression (4.104) in the right-hand side and collect terms to first

order in γ we obtain

−iρ
∑

j,k

ǫljk

∑

m±1

∫

dk

(2π)3

∫

dr′
∂fxc,ij

∂kk
(k + mq,k, ω)ei(k+mq)·re−ik·r′

−iγρ
∑

j,k

ǫljk

∫

dk

(2π)3

∫

dr′
∂fh

xc,ij

∂kk
(k, ω)eik·(r−r′)(eiq·r′ + e−iq·r′)

= − iγρ

ω2
fh

xcL(q, ω = 0)(eiq·r − e−iq·r)
∑

j

ǫljiqj . (4.111)
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Now performing the r′ and k integrals and using that ∂fxc,ij(k)/∂kk = −∂fxc,ij(−k)/∂kk

gives

− iρ
∑

j,k

ǫljk

∑

m±1

∂fxc,ij

∂kk
(mq, 0, ω)eimq·r − iγρ

∑

j,k

ǫljk

∂fh
xc,ij

∂qk
(q, ω)(eiq·r − e−iq·r) =

− iγρ

ω2
fh

xcL(q, ω = 0)(eiq·r − e−iq·r)
∑

j

ǫljiqj . (4.112)

Comparing both sides then yields the equation

lim
k→0

∑

j,k

ǫljk
∂fxc,ij

∂kk
(k ± q,k, ω) = ± γ







1

ω2
fh

xcL(q, ω = 0)
∑

j

ǫljiqj

−
∑

j,k

ǫljk

∂fh
xc,ij

∂qk
(q, ω)







. (4.113)

This proves equation (4.102).

It is important to note that the expressions in Eqs. (4.101) and (4.102) are valid

for general q. To arrive at the Vignale-Kohn expression for the exchange-correlation

kernel we now have to further restrict fh
xc,ij(q, ω) to have the limiting form of Eq.

(4.68), i.e.,

fh
xc,ij(q, ω) =

1

ω2

[

fh
xcL(ω)qiqj + fh

xcT (ω)(|q|2δij − qiqj)
]

, (4.114)

which is a good approximation when q ≪ kF and q ≪ ω/vF . We see that here

the constraints on the Fourier component of the homogeneous electron gas impose

contraints on q for the inhomogeneous electron gas kernel fxc(k ± q,k, ω). Under

these constraints the last term on the right-hand side of Eq. (4.113) becomes

∑

j,k

ǫljk

∂fh
xc,ij

∂qk
=

1

ω2
(fh

xcL(ω) − fh
xcT (ω))

∑

j

ǫljiqj +
2

ω2
fh

xcT (ω)
∑

k

ǫlikqk

=
1

ω2
(fh

xcL(ω) − 3fh
xcT (ω))

∑

j

ǫljiqj , (4.115)

and then equations (4.101) and (4.102) become

lim
k→0

fxc,ij(k + q,k, ω) = − γ

ω2
[δfh

xcL(ω)qiqj + fh
xcT (ω)(q2δij − qiqj)] (4.116)

lim
k→0

∑

j,k

ǫljk
∂fxc,ij(k,k + q, ω)

∂kk
= − γ

ω2
[δfh

xcL(ω) − 3fh
xcT (ω)]

∑

k

ǫlkiqk, (4.117)
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where we defined the quantity

δfh
xcL(ω) = fh

xcL(ω) − lim
k→0

fh
xcL(k, ω = 0). (4.118)

We have derived all equations that determine fxc,ij(k + q,k, ω).

4.5.4 Explicit Form of the Exchange-Correlation Kernel to

First Order in γ

Let us now summarize the equations that determine fxc,ij(k + q,k, ω),

fxc,ij(k + mq,k, ω)= fxc,ji(−k,−k− mq, ω) (4.119)

lim
q→0

fxc,ij(k + q,k, ω)(ω)= γρ
∂fh

xc,ij(k, ω)

∂ρ
(4.120)

=
γρ

ω2

[

∂fh
xcL(ω)

∂ρ
kikj +

∂fh
xcT (ω)

∂ρ
(k2δij−kikj)

]

(4.121)

lim
k→0

fxc,ij(k + q,k, ω)=− γ

ω2
[δfh

xcL(ω)qiqj + fh
xcT (ω)(q2δij − qiqj)](4.122)

lim
k→0

∑

j,k

ǫljk
∂fxc,ij(k,k + q, ω)

∂kk
=− γ

ω2
[δfh

xcL(ω) − 3fh
xcT (ω)]

∑

k

ǫlkiqk. (4.123)

In Eq. (4.121) we used again the limiting form of Eq. (4.68) which is a good ap-

proximation when k ≪ kF and k ≪ ω/vF . Now Eqs. (4.121), (4.122) and (4.123)

immediately tell us that fxc,ij(k + q,k, ω) is a quadratic function of k and q of the

form

fxc,ij(k + q,k, ω) = Cqiqj + Dδijq
2 + Ekikj + Fδijk

2 +
∑

mn

γij
mnqmkn, (4.124)

where

C = − γ

ω2
(δfh

xcL(ω) − fh
xcT (ω)) (4.125)

D = − γ

ω2
fh

xcT (ω) (4.126)

E =
γρ

ω2

[

∂fh
xcL

δρ
(ω) − ∂fh

xcT

δρ
(ω)

]

(4.127)

F =
γρ

ω2

∂fh
xcT

δρ
(ω), (4.128)

and where γij
nm are coefficients to be determined. Let us now use the Onsager relation

of Eq. (4.119). For that we have to make the substitution k → −k−q and interchange
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the indices i and j. From Eq. (4.124) we then obtain

fxc,ji(−k,−k− q, ω) = Cqiqj + Dδijq
2 + E(ki + qi)(kj + qj)

+ Fδij(k + q)2 −
∑

mn

γji
mnqm(kn + qn). (4.129)

Comparing Eq. (4.124) and (4.129) in the limit k → 0 and using the Onsager relation

of Eq. (4.119) then yields the identity

∑

mn

γji
mnqmqn = Eqiqj + Fδijq

2. (4.130)

Since qiqj for i ≤ j are independent functions it follows immediately from this relation

that

γji
mn = αδimδjn + βδjmδin + Fδijδmn, (4.131)

where α + β = E. If we insert this relation back into Eq. (4.124) we obtain the

expression

fxc,ij(k + q,k, ω) = Cqiqj + Dδijq
2 + Ekikj + Fδijk · (k + q)

+ αqikj + (E − α)qjki. (4.132)

The parameter α is then determined by Eq. (4.123). Using Eq. (4.132) we obtain

− γ

ω2
[δfh

xcL(ω) − 3fh
xcT (ω)]

∑

k

ǫlkiqk = lim
k→0

∑

j,k

ǫljk
∂fxc,ij(k,k + q, ω)

∂kk

=
∑

j,k

ǫljk(Fδijqk + αqiδjk + (E − α)qjδik)

= (E − α − F )
∑

k

ǫlkiqk. (4.133)

We therefore find

α = E − F +
γ

ω2
[δfh

xcL(ω) − 3fh
xcT (ω)]

= − γ

ω2

[

3fh
xcT (ω) − δfh

xcL(ω) + ρ

(

2
∂fh

xcT (ω)

∂ρ
− ∂fh

xcL(ω)

∂ρ

)]

(4.134)

E − α = F − γ

ω2
[δfh

xcL(ω) − 3fh
xcT (ω)]

=
γ

ω2

[

ρ
∂fh

xcT (ω)

∂ρ
+ 3fh

xcT (ω) − δfh
xcL(ω)

]

. (4.135)
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When we insert this in Eq. (4.132) and collect our results we obtain the expression

derived by Vignale and Kohn for the exchange-correlation kernel [12, 13],

fxc,ij(k + q,k, ω) = − γ

ω2

{

(δfh
xcL(ω) − fh

xcT (ω))qiqj + fh
xcT (ω)δijq

2

−ρ
∂fh

xcT (ω)

∂ρ
δijk · (k + q) + A(ρ, ω)(ki + qi)kj

−B(ρ, ω)ki(kj + qj)

}

, (4.136)

where

A(ρ, ω) =

[

ρ(2
∂fh

xcT (ω)

∂ρ
− ∂fh

xcL(ω)

∂ρ
) + 3fh

xcT (ω) − δfh
xcL(ω)

]

(4.137)

B(ρ, ω) =

[

ρ
∂fh

xcT (ω)

∂ρ
+ 3fh

xcT (ω) − δfh
xcL(ω)

]

. (4.138)

We have now completely determined the exchange-correlation kernel to first order in

γ. All that remains now is to reconstruct the kernel in real space.

4.5.5 Construction of the Vignale-Kohn Functional in Real

Space

Having obtained the form of Eq. (4.136) we will now construct the exchange-correlation

vector potential in real space. Let the frequency-dependent functions δj(r, ω) and

δAxc(r, ω) be the first order change in the current density and the exchange-correlation

vector potential, respectively. Then

δAxc,i(r, ω) =
∑

j

∫

dr′fxc,ij(r, r
′, ω)δjj(r

′, ω). (4.139)

If we now insert the form of the exchange-correlation kernel given in Eq. (4.92) we

obtain the expression

δAxc,i(r, ω) =
∑

j

∫

dk

(2π)3
fh

xc,ij(k, ω)δjj(k, ω)eik·r

+
∑

m=±1

eimq·r
∑

j

∫

dk

(2π)3
fxc,ij(k + mq,k, ω)δjj(k, ω)eik·r, (4.140)

where we defined the Fourier transform of the current as

δjj(k, ω) =

∫

dr′δjj(r
′, ω)e−ik·r′. (4.141)



78 The Vignale-Kohn Functional

If we now for notational convenience write

fh
xc,ij(k, ω) = Pkikj + Qδijk

2 (4.142)

fxc,ij(k + mq,k, ω) = Rqiqj + Sδijq
2 + Tδijk · (k + mq)

+ U(ki + mqi)kj + V ki(kj + mqj), (4.143)

where

P =
1

ω2
(fh

xcL(ω) − fh
xcT (ω)) (4.144)

Q =
1

ω2
fh

xcT (ω) (4.145)

R = − γ

ω2
(δfh

xcL(ω) − fh
xcT (ω)) (4.146)

S = − γ

ω2
fh

xcT (ω) (4.147)

T =
γρ

ω2

∂fh
xcT (ω)

∂ρ
(4.148)

U = − γ

ω2

[

ρ(2
∂fh

xcT (ω)

∂ρ
− ∂fh

xcL(ω)

∂ρ
) + 3fh

xcT (ω) − δfh
xcL(ω)

]

(4.149)

V =
γ

ω2

[

ρ
∂fh

xcT (ω)

∂ρ
+ 3fh

xcT (ω) − δfh
xcL(ω)

]

, (4.150)

then the integral in Eq. (4.140) can be rewritten as

δAxc,i(r, ω) = P
∑

j

∫

dk

(2π)3
kikjδjj(k, ω)eik·r + Q

∑

j

δij

∫

dk

(2π)3
k2δjj(k, ω)eik·r

+
∑

m=±1

eimq·r
∑

j

(Rqiqj + Sq2δij)

∫

dk

(2π)3
δjj(k, ω)eik·r

+ T
∑

m=±1

eimq·r
∑

j

δij

∫

dk

(2π)3
k · (k + mq) δjj(k, ω)eik·r

+ U
∑

m=±1

eimq·r
∑

j

∫

dk

(2π)3
(ki + mqi)kj δjj(k, ω)eik·r

+ V
∑

m=±1

eimq·r
∑

j

∫

dk

(2π)3
ki(kj + mqj) δjj(k, ω)eik·r. (4.151)
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The integrals in this expression are now easily evaluated (they all basically amount

to the substitution kj → −i∂j),

∫

dk

(2π)3
kikjδjj(k, ω)eik·r = −∂i∂jδjj(r, ω) (4.152)

∫

dk

(2π)3
k2δjj(k, ω)eik·r = −∇2δjj(r, ω) (4.153)

∑

m=±1

eimq·r(Rqiqj + Sq2δij)

∫

dk

(2π)3
δjj(k, ω)eik·r = − 1

γρ
[R∂i∂jρ0(r)

+ δijS∇2ρ0(r)]δjj(r, ω) (4.154)
∑

m=±1

eimq·r
∫

dk

(2π)3
k · (k + mq)δjj(k, ω)eik·r = − 1

γρ
[δρ(r)∇2δjj(r, ω)

+ ∇ρ0(r) · ∇δjj(r, ω)] (4.155)
∑

m=±1

eimq·r
∫

dk

(2π)3
(ki + mqi)kjδjj(k, ω)eik·r = − 1

γρ
[δρ(r)∂i∂jδjj(r, ω)

+ ∂iρ0(r)∂jδjj(r, ω)] (4.156)
∑

m=±1

eimq·r
∫

dk

(2π)3
ki(kj + mqj)δjj(k, ω)eik·r = − 1

γρ
[δρ(r)∂i∂jδjj(r, ω)

+ ∂jρ0(r)∂iδjj(r, ω)], (4.157)

where we used the definition of ρ0(r) and δρ(r) as in Eq. (4.80). Our expression for

δAxc(r, ω) therefore becomes in real space,

δAxc,i(r, ω) = −
∑

j

(

P∂i∂jδjj(r, ω) + Qδij∇2δjj(r, ω) +
1

γρ
[R ∂i∂jρ0(r)

+ δijS ∇2ρ0(r)] δjj(r, ω)

+ δij
T

γρ
[δρ(r)∇2δjj(r, ω) + ∇ρ0(r) · ∇δjj(r, ω)]

+
U

γρ
[δρ(r)∂i∂jδjj(r, ω) + ∂iρ0(r) ∂jδjj(r, ω)]

+
V

γρ
[δρ(r)∂i∂jδjj(r, ω) + ∂jρ0(r) ∂iδjj(r, ω)]

)

. (4.158)
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This can be rewritten as

δAxc,i(r, ω) = −
∑

j

(

P∂i∂jδjj(r, ω) + Q∂j∂jji(r, ω)

+
1

γρ
[R ∂i∂jρ0(r) + δijS ∇2ρ0(r)] δjj(r, ω)

+
T

γρ
∂j [δρ(r)∂jδji(r, ω)] +

U

γρ
∂i[δρ(r)∂jδjj(r, ω)]

+
V

γρ
∂j [δρ(r)∂iδjj(r, ω)]

)

= −
∑

j

∂j

{[

Q +
T

γρ
δρ(r)

]

(∂iδjj(r, ω) + ∂jδji(r, ω))

+ δij

[

P − Q +
1

γρ
(U + W )δρ(r)

]

∇ · j(r, ω)

}

−
∑

j

(W

γρ
[∂j(δρ(r)∂iδjj(r, ω)) − ∂i(δρ(r)∂jδjj(r, ω))]

+
1

γρ
[R ∂i∂jρ0(r) + δijS ∇2ρ0(r)] δjj(r, ω)

)

, (4.159)

where we defined

W =
γ

ω2
(3fh

xcT (ω) − δfh
xcL(ω)), (4.160)

and used that V = T + W . Now we use that to first order in γ

Q +
T

γρ
δρ(r) =

1

ω2

[

fh
xcT (ω) +

∂fh
xcT (ω)

∂ρ
δρ(r)

]

=
1

ω2
fh

xcT (ρ0(r), ω) (4.161)

P − Q +
1

γρ
(U + W )δρ(r) =

1

ω2

[

fh
xcL(ω) − 2fh

xcT (ω)
]

+
1

ω2

[

∂fh
xcL(ω)

∂ρ
− 2

∂fh
xcT (ω)

∂ρ

]

δρ(r)

=
1

ω2
(fh

xcL(ρ0(r), ω) − 2fh
xcT (ρ0(r), ω). (4.162)

We thus see that the Ward identity has allowed us to replace ρ by ρ0(r) in fh
xcL,T (ω).

This is essential for applying the theory to systems with a general density profile and

is a necessary requirement for the existence of a gradient expansion in terms of ρ0(r).
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Our expression for δAxc(r, ω) now attains the form,

δAxc,i(r, ω) = − 1

ω2

∑

j

∂j

(

fh
xcT (ρ0, ω)(∂iδjj(r, ω) + ∂jδji(r, ω))

+ (fh
xcL(ρ0, ω) − 2fh

xcT (ρ0, ω))δij∇ · j(r, ω)
)

−
∑

j

(W

γρ
[∂jδρ(r)∂iδjj(r, ω) − ∂iδρ(r)∂jδjj(r, ω)]

+
1

γρ
[R ∂i∂jρ0(r) + δijS ∇2ρ0(r)] δjj(r, ω)

)

. (4.163)

We are now going to write the last term in a different form,

∑

j

1

γρ
[R ∂i∂jρ0(r) + δijS ∇2ρ0(r)] δjj(r, ω)

= − 1

ρω2

∑

j

[(δfh
xcL − fh

xcT )∂i∂jρ0 + fh
xcT δij∇2ρ0]δjj(r, ω)

= − 1

ρω2

∑

j

∂j [f
h
xcT (ω)(δji∂jρ0 + δjj∂iρ0) + (δfh

xcL(ω) − 2fh
xcT (ω))δij(j · ∇ρ0)]

+
1

ρω2

∑

j

{fh
xcT (ω)(∂jδji∂jρ0 + ∂jδjj∂iρ0)

+(δfh
xcL(ω) − 2fh

xcT (ω))∂iδjj∂jρ0}. (4.164)

This brings the equation for δAxc(r, ω) in the form,

δAxc,i(r, ω) = − 1

ω2

∑

j

∂j

{

fh
xcT (ρ0, ω)(∂iδjj(r, ω) + ∂jδji(r, ω))

+(fh
xcL(ρ0, ω) − 2fh

xcT (ρ0, ω))δij∇ · δj(r, ω)
}

+
1

ρω2

∑

j

∂j

{

fh
xcT (ω)(δji∂jρ0 + δjj∂iρ0)

+(δfh
xcL(ω) − 2fh

xcT (ω))δij(δj · ∇ρ0)
}

− 1

ρω2

∑

j

{

fh
xcT (ω)(∂jδji∂jρ0 + ∂jδjj∂iρ0)

+(δfh
xcL(ω) − 2fh

xcT (ω))∂iδjj∂jρ0

}

− 1

ρω2

∑

j

(3fh
xcT (ω) − δfh

xcL)(∂jρ0∂iδjj − ∂iρ0∂jδjj). (4.165)
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Now in the first line of this equation we can add and subtract the term

− 1

ω2
∂i(f

h
xcL(ρ0, ω = 0)∇ · δj(r, ω)) =

1

iω
∂i(f

h
xcL(ρ0, ω = 0)δρ(r, ω))

=
1

iω
∂iδv

ALDA
xc (r, ω), (4.166)

where we used the continuity equation ∇ · δj(r, ω) = iωδρ(r, ω) where δρ(r, ω) is the

first order density change due to the applied field and δvALDA
xc (r, ω) the first order

change in the ALDA exchange-correlation potential which is given in Eq. (2.26). We

can further rearrange the last two lines of Eq. (4.165) to obtain

δAxc,i(r, ω) =
1

iω
∂iδv

ALDA
xc (r, ω)

− 1

ω2

∑

j

∂j

{

fh
xcT (ρ0, ω)(∂iδjj(r, ω) + ∂jδji(r, ω))

+(δfh
xcL(ρ0, ω) − 2fh

xcT (ρ0, ω))δij∇ · δj(r, ω)
}

+
1

ρω2

∑

j

∂j

{

fh
xcT (ω)(δji∂jρ0 + δjj∂iρ0)

+(δfh
xcL(ω) − 2fh

xcT (ω))δij(δj · ∇ρ0)
}

− 1

ρω2

∑

j

∂jρ0

{

fh
xcT (ω)(∂iδjj + ∂jδji)

+(δfh
xcL(ω) − 2fh

xcT (ω))δij(∇ · δj)
}

. (4.167)

The last two lines are proportional to derivatives of ρ0(r) and therefore of first order

in γ. Since 1/ρ = 1/ρ0(r) + O(γ) and fh
xcL,T (ρ, ω) = fh

xcL,T (ρ, ω) + O(γ) we can

replace ρ → ρ0(r) in these last two lines and rewrite this expression up to terms of
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order γ2 as

δAxc,i(r, ω) =
1

iω
∂iδv

ALDA
xc (r, ω)

− 1

ρ0ω2

∑

j

∂j

{

ρ0f
h
xcT (ρ0, ω)(∂iδjj(r, ω) + ∂jδji(r, ω))

+ ρ0(δf
h
xcL(ρ0, ω) − 2fh

xcT (ρ0, ω))δij∇ · δj(r, ω)
}

+
1

ρ0ω2

∑

j

∂j [f
h
xcT (ρ0, ω)(δji∂jρ0 + δjj∂iρ0)

+ (δfh
xcL(ρ0, ω) − 2fh

xcT (ρ0, ω))δij(δj · ∇ρ0)]

=
1

iω
∂iδv

ALDA
xc (r, ω)

− 1

ρ0ω2

∑

j

∂j

{

ρ2
0f

h
xcT (ρ0, ω)

[∂iδjj

ρ0
− δjj∂iρ0

ρ2
0

+
∂jδji

ρ0
− δji∂jρ0

ρ2
0

]

+ ρ2
0((δf

h
xcL(ρ0, ω) − 2fh

xcT (ρ0, ω))δij

[∇ · δj
ρ0

− δj · ∇ρ0

ρ2
0

]}

=
1

iω
∂iδv

ALDA
xc (r, ω)

− 1

ρ0ω2

∑

j

∂j

{

ρ2
0f

h
xcT (ρ0, ω)(∂iuj(r, ω) + ∂jui(r, ω))

+ ρ2
0(δf

h
xcL(ρ0, ω) − 2fh

xcT (ρ0, ω))δij∇ · u(r, ω)
}

, (4.168)

where we defined the velocity field as u(r, ω) = δj(r, ω)/ρ0(r). The latter expression

can now finally be rewritten as

δAxc,i(r, ω) =
1

iω
∂iδv

ALDA
xc (r, ω) − 1

iωρ0(r)

∑

j

∂jσxc,ij(r, ω), (4.169)

where we defined

σxc,ij(r, ω) = η̃xc(r, ω)

[

∂iuj + ∂jui −
2

3
δij(∇ · u)

]

+ ζ̃xc(r, ω)δij(∇ · u), (4.170)

and we defined the coefficients

η̃xc(r, ω) = −ρ2
0(r)

iω
fh

xcT (ρ0, ω) (4.171)

ζ̃xc(r, ω) = −ρ2
0(r)

iω
[fh

xcL(ρ0, ω) − 4

3
fh

xcT (ρ0, ω) − fh
xcL(ρ0, ω = 0)] (4.172)

The equation Eq. (4.169) is the form of the Vignale-Kohn functional as derived by

Vignale, Ullrich and Conti [46]. We note that σxc(r, ω) has the structure of a sym-

metric viscoelastic stress tensor.
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4.6 The Response Coefficients fh
xcL,T (ρ, ω)

The longitudinal and transverse response coefficients of the homogeneous electron

gas fh
xcL(ρ, ω) and fh

xcT (ρ, ω) still have to be specified. These functions are well

studied [14, 15, 47–49]. In Fourier space they are defined as

lim
k→0

fh
xcL,T (k, ω) ≡ fh

xcL,T (ω) = lim
k→0

ω2

k2

(

χ−1
s,L,T (k, ω) − χ−1

L,T (k, ω)
)

− vL,T (k),

(4.173)

where χL,T (k, ω) is the current-current longitudinal (transverse) response function of

the homogeneous electron gas, χs,L,T (k, ω) are the equivalent response functions of the

noninteracting homogeneous electron gas, vL(k) = 4π/k2 is the Fourier transform of

the Coulomb potential, and vT (k) = 0. The identity limk→0 fh
xcL,T (k, ω) ≡ fh

xcL,T (ω)

was obtained by Vignale and Kohn [13, 50]. Note that fh
xcL(k, ω) as defined in Eq.

(4.173) coincides with fh
xc(k, ω) from scalar TDDFT and it can thus be related to the

local field correction G(k, ω) according to

fh
xcL(k, ω) = −vL(k)G(k, ω). (4.174)

The response functions χs,L,T (k, ω) in Eq. (4.173) are well-known functions first

calculated by Lindhard [51] and are given by

χs,L(k, ω) = lim
η→0+

ω2

k2

∫

dp

(2π)3
f(ǫp) − f(ǫp+k)

ω − (ǫp+k − ǫp) + iη
(4.175)

and

χs,T (k, ω) = ρ0 + lim
η→0+

1

2

∫

dp

(2π)3

(

k2 − (p · k)2

k2

)

f(ǫp) − f(ǫp+k)

ω − (ǫp+k − ǫp) + iη
, (4.176)

where ǫk = k2/2 is the free particle energy and f(ǫp) is the Fermi distribution function.

The full response functions χL,T (k, ω) are not known analytically though. There are,

however, well-known exact features of χL,T (k, ω) and G(k, ω) obtained from sum

rules and results from second-order perturbative expansions. From these features and

the relations (4.173) and (4.174) Gross and Kohn (GK) obtained exact properties of

fh
xcL(k, ω) for the three-dimensional electron gas [45, 52]. We summarize them here

1. As a consequence of the compressibility sum rule we have [53]

lim
k→0

lim
ω→0

fh
xcL(k, ω) =

d2ǫh
xc(ρ)

dρ2
≡ fL,0(ρ). (4.177)
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2. It follows from the third-frequency-moment sum rule that we have the relation

[52, 53]

lim
k→0

lim
ω→∞

fh
xcL(k, ω) = −4

5
ρ2/3 d

dρ

[

ǫh
xc(ρ)

ρ2/3

]

+ 6ρ1/3 d

dρ

[

ǫh
xc(ρ)

ρ1/3

]

≡ fL,∞(ρ).

(4.178)

3. According to the best estimates of ǫh
xc(ρ) [54, 55] we have for all densities ρ

fL,0(ρ) < fL,∞(ρ) < 0. (4.179)

4. The function fh
xcL(k, ω) is complex-valued and obeys the following symmetry

relations,

Refh
xcL(k, ω) = Refh

xcL(k,−ω) (4.180)

Imfh
xcL(k, ω) = −Imfh

xcL(k,−ω). (4.181)

5. Since fh
xcL(k, ω) is an analytic functions of ω in the upper half of the complex

ω-plane and approaches a real function for ω → ∞ it satisfies the standard

Kramers-Krönig relations,

Refh
xcL(k, ω) = fh

xcL(k,∞) + P

∫ ∞

−∞

dω′

π

Imfh
xcL(k, ω′)

ω′ − ω
, (4.182)

Imfh
xcL(k, ω) = −P

∫ ∞

−∞

dω′

π

Refh
xcL(k, ω′) − fh

xcL(k,∞)

ω′ − ω
, (4.183)

where P denotes the principle value of the integral.

6. The imaginary part of fh
xcL(k, ω) has the following behavior in the limit ω → ∞,

lim
ω→∞

Imfh
xcL(k, ω) = − cL

ω3/2
, (4.184)

for all k < ∞ [56]. The constant cL was obtained from a second-order per-

turbative expansion of the irreducible polarization propagator [56] according to

which

cL =
23π

15
. (4.185)

7. The result obtained in 6 together with the Kramers-Krönig relations in 5 give

the following behavior for the real part of fh
xcL(k, ω) in the limit ω → ∞ [45],

lim
ω→∞

Refh
xcL(k, ω) = fL,∞(q) +

c

ω3/2
. (4.186)

Because c > 0 this means that f∞ is approached from above.
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Under some implicit assumptions Gross and Kohn derived an interpolation formula

for the imaginary part of fh
xcL(k, ω) in the limit k → 0 which satisfies all of the above

mentioned exact features [45]. It is given by

Imfh,GK
xcL (ρ, ω) =

a(ρ)ω

[1 + b(ρ)ω2]5/4
, (4.187)

where

a(ρ) = −cL

(

γ

cL

)5/3

(fL,∞(ρ) − fL,0(ρ))5/3 (4.188)

b(ρ) =

(

γ

cL

)4/3

(fL,∞(ρ) − fL,0(ρ))4/3 (4.189)

γ =

[

Γ(1
4 )
]2

4
√

2π
, (4.190)

with f0(ρ), f∞(ρ), and cL determined by Eqs. (4.177), (4.178), and (4.185), respec-

tively. The real part of Imfh
xcL(ω) can subsequently be obtained from Eq. (4.182)

evaluated at k = 0,

Refh
xcL(ω) = fh

xcL(∞) + P

∫ ∞

−∞

dω′

π

Imfh
xcL(ω′)

ω′ − ω
. (4.191)

The implicit assumptions mentioned above are that the right-hand sides of Eqs.

(4.177) and (4.178) do not change upon the interchange of the order of limits on

the left-hand sides of these equations. However, it was shown by Conti and Vignale

that upon the interchange of the order of limits in Eq. (4.177) the right-hand side

acquires an extra term. We will discuss this later in this section.

A different approach to obtain fh
xcL(ω) as well as fh

xcT (ω) was given by Conti,

Nifos̀ı, and Tosi (CNT) [14]. They calculated ImfxcL,T(ω) by direct evaluation of

the imaginary parts of the current-current response functions, ImχL,T (k, ω). CNT

used an exact expression for ImχL,T (k, ω) in terms of four-point response functions

which were subsequently approximated by decoupling them into products of two-

point response functions. In order to include the effect of plasmons the two-point

response functions were then taken to be the RPA response functions. This decoupling

scheme only keeps direct contributions and neglects exchange processes. To account

for the latter processes CNT introduced a phenomenological factor which reduces the

total two-pair spectral weight by a factor of 2 in the high-frequency limit. In the

low-frequency limit the factor is close to unity at metallic densities, thereby largely

neglecting exchange processes. A distinct feature of the CNT result is a pronounced

peak at ω = 2ωpl in ImfxcL,T (ω), where ωpl is the plasmon frequency. Since the
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double excitations take up most of the spectral strength and the plasmon excitation is

large with respect to single-pair excitations, the spectral strength accumulates around

ω = 2ωpl. The high-frequency behavior of the imaginary part of fh
xcL(ω) is equal to

Eq. (4.184) with cL = 23π/15 in accordance with the result obtained by Glick and

Long [56]. For the high-frequency behavior of the imaginary part of fh
xcT (ω) CNT

find

lim
ω→∞

Imfh
xcT (k, ω) = − cT

ω3/2
, (4.192)

with cT = 16π/15. The real parts of fxcL,T(ω) can again be obtained from the

Kramers-Krönig relation (4.182) where the high-frequency limit of fh
xcL(ω) is given in

Eq. (4.178) and the high-frequency limit of fh
xcT (ω) is given by [14]

lim
k→0

lim
ω→∞

fh
xcT (k, ω) =

2

5
ρ2/3 d

dρ

[

ǫh
xc(ρ)

ρ2/3

]

+ 2ρ1/3 d

dρ

[

ǫh
xc(ρ)

ρ1/3

]

≡ fT,∞(ρ). (4.193)

The low-frequency limit of fh
xcL(ω) was obtained from Eq. (4.177). Thereby CNT

assume that the order of the limits on the left-hand side of Eq. (4.177) can be inter-

changed without significantly changing the result on the right-hand side. Since they

expect the discontinuity in the limit (k, ω) → (0, 0) to be small and since its exact

value is unknown they prefer to enforce equality of the order of limits. Furthermore,

CNT introduced parametrizations for ImfxcL,T (ω) that reproduce their numerical

results. They are given by

Imfh,CNT
xcL (ω) = −gx(ω)

{

Θ(2 − ω)

[

c0ω + c1
ω − 1

e(7/ω)−5 + 1

]

+Θ(ω − 2)
d0

√
ω − 2 + d1

ω(ω − ω1
√

ω − ω2)

}

(4.194)

Imfh,CNT
xcT (ω) = 0.72Imfh,CNT

xcL (ω). (4.195)

In the above expression ω is in units of the plasmon frequency ωpl =
√

4πρ and fCNT
xcL,T

is in units of 2ωpl/ρ. The function gx(ω) in the parametrizations is the phenomeno-

logical factor that accounts for exchange proccesses. It is given by

gx(ω) =
β + 0.5ω/(2ǫF )

1 + ω/(2ǫF )
, (4.196)

where ǫF = k2
F /2 is the Fermi energy, in which the Fermi momentum kF is given by

k3
F = (3π2ρ). The fit parameters c0, c1, d0, d1, ω1, ω2, β depend on the Wigner-Seitz

radius rs (4πr3
s/3 = 1/ρ) and can be found in the CNT paper (Ref. [14]) for several

values of rs.

Conti and Vignale [49] obtained exact results for limω→0 limk→0 fxcL,T(k, ω) by

comparing the microscopic linear-response equations with the macroscopic viscoelastic
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equation of motion. Their evaluations led to the following identities for the three-

dimensional electron gas,

lim
ω→0

lim
k→0

fh
xcL(k, ω) =

1

ρ2

(

Kxc +
4

3
µxc

)

≡ f̃L,0(ρ) (4.197)

lim
ω→0

lim
k→0

fh
xcT (k, ω) =

µxc

ρ2
≡ f̃T,0(ρ), (4.198)

where the tilde in f̃L,0(ρ) and f̃T,0(ρ) indicates that these quantities were obtained

from taking the reverse order of limits with respect to the order of limits that was

used to obtain fL,0 in Eq. (4.177). The quantity µxc is the exchange-correlation part

of the shear modulus and Kxc is the exchange-correlation part of the bulk modulus

which can be expressed as

Kxc = ρ2 d2ǫh
xc(ρ)

dρ2
. (4.199)

From Eqs. (4.197) and (4.199) we observe that interchanging the order of limits on

the left-hand side of Eq. (4.177) gives an extra term on the right-hand side equal to

4µxc/3. The shear modulus remains finite in the ω → 0 limit because the q → 0 limit

is taken before the ω → 0 limit. Taking the reverse order of limits would result in a

shear modulus equal to zero. In that limit, however, fh
xcT (k, ω) is no longer related to

the shear modulus, but to the diamagnetic susceptibility, which is very small. From

the above considerations we see that effectively GK and CNT make the approximation

µxc = 0.

Let us now write Eqs. (4.171) and (4.172) in terms of the homogeneous electron

gas density ρ

η̃h
xc(r, ω) = −ρ2

iω
fh

xcT (ρ, ω) (4.200)

ζ̃h
xc(r, ω) = −ρ2

iω

[

fh
xcL(ρ, ω) − 4

3
fh

xcT (ρ, ω) − d2ǫh
xc(ρ)

dρ2

]

, (4.201)

where we used that

fh
xcL(ρ, ω = 0) = lim

k→0
lim
ω→0

fh
xcL(ρ,k, ω) =

d2ǫh
xc(ρ)

dρ2
. (4.202)

From Eqs. (4.197), (4.198), and (4.199) we observe that the coefficient ζh
xc(r, ω) con-

tains a factor that has the property

lim
ω→0

[

fh
xcL(ρ, ω) − 4

3
fh

xcT (ρ, ω) − d2ǫh
xc(ρ)

dρ2

]

= 0. (4.203)
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Conti and Vignale further showed that µxc can be related to the Landau parameters

Fl according to

µxc =
2ρǫF

5

F2/5 − F1/3

1 + F1/3
. (4.204)

Qian and Vignale (QV) [15] combined the methods of GK and CNT. They obtained

an analytic result for the slope of ImfxcL,T (ω) at ω = 0 by evaluating ImχL,T (k, ω)

within perturbation theory in a similar way as CNT. The direct contributions were

treated the same, but QV also included their exchange counterparts in the evaluation.

The slopes of ImfxcL,T (ω) at ω = 0 are then given by

lim
ω→0

Imfh
xcL,T (ω)

ω
= −kF SL,T

(ρπ)2
, (4.205)

where

SL = − 1

45π

{

5 − (λ + 5/λ) tan−1(λ) − 2

λ
sin−1

(

λ√
1 + λ2

)

+
2

λ
√

2 + λ2

[

π

2
− tan−1

(

1

λ
√

2 + λ2

)]}

(4.206)

ST =
3

4
SL. (4.207)

Here λ is defined as λ =
√

πkF . They then adopted the interpolation scheme of

GK for ImfxcL,T (ω) but with the coefficients now determined by their analytic result

for the slope at ω = 0 in Eq. (4.205) and the correct low-frequency limits given

in Eqs. (4.197) and (4.198) as well as the correct high-frequency behavior. Their

parametrizations for ImfxcL,T (ω) are given by

Imfh,QV
xcL,T(ω) = −2ωpl

ρ
ω̃

{

aL,T

(1 + bL,T ω̃2)5/4
+ ω̃2 exp

[

− (|ω̃| − ΩL,T )2

ΓL,T

]}

, (4.208)

where ω̃ = ω/(2ωpl). We see that the first term is the GK interpolation formula. The

second term arises from the extra constraint given in Eq. (4.205). It models the two-

plasmon contribution first identified by CNT. The requirement that this contribution

has its maximum value near ω = 2ωpl yields the following relation between ΩL,T and

ΓL,T ,

ΩL,T = 1 − 3ΓL,T

2
. (4.209)

The parameter aL,T is fixed by the low-frequency result given in Eq. (4.205) and

the parameter bL,T is fixed by the high-frequency results given in Eqs. (4.178) and
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(4.193). They are given by

aL,T = 2

(

2

3

)1/3

π−2/3r2
sSL,T (4.210)

bL,T = 16

(

210

3π8

)1/15

rs

(

SL,T

cL,T

)4/5

. (4.211)

From Eq. (4.191) and an equivalent expression for fh
xcT (ω) together with Eq. (4.208)

we obtain

−2ωpl

ρ

{

4
√

2πaL,T

[Γ(1/4)]2
√

bL,T

+
1

2π

[

2ΩL,T ΓL,T exp

[

−
Ω2

L,T

ΓL,T

]

+
√

πΓL,T

(

ΓL,T + 2Ω2
L,T

)

(

1 + erf

[

ΩL,T
√

ΓL,T

])]}

= f̃L,T,0(ρ) − fL,T,∞(ρ),(4.212)

where the error function is defined by

erf(x) =
2√
π

∫ x

0

e−y2

dy. (4.213)

The values for µxc that enter f̃L,T,0(ρ) can be obtained for some values of rs either

from Eq. (4.204) using the Landau parameters calculated by Yasuhara and Ousaka [57]

as was done by Qian and Vignale (QV) [15] or from the direct calculations of µxc by

Nifos̀ı, Conti, and Tosi (NCT) [48]. However, NCT do not expect their values for

µxc to be very accurate as they were obtained from the integration over the whole

frequency range of ImfxcT (ω) using an equivalent expression of the Kramers-Krönig

relation at k = 0 given in Eq. (4.191) for the transverse coefficient. A comparison

of µxc obtained with the two calculations mentioned above is given in Table 4.1 up

to rs = 5 from which it is clear that the two calculations yield quite different results

especially for the higher rs values.

Let us now evaluate Eqs. (4.171) and (4.172) in the limit ω → 0. These equations

can be rewritten as

η̃xc(r, ω) = −ρ2
0(r)

iω
fh

xcT (ρ0, ω) (4.214)

ζ̃xc(r, ω) = −ρ2
0(r)

iω

[

fh
xcL(ρ0, ω) − 4

3
fh

xcT (ρ0, ω) − d2ǫh
xc(ρ0)

dρ2

]

, (4.215)

where we used Eq. (4.202). Using Eq. (4.203) we obtain the following limits,

lim
ω→0

ωη̃xc(r, ω) = iρ2
0(r)f̃T (ρ) (4.216)

lim
ω→0

ωζ̃xc(r, ω) = 0. (4.217)
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rs 0.5 1 2 3 4 5

QV - 0.00738 0.00770 0.00801 0.00837 0.00869

NCT 0.0065 0.0064 0.0052 0.0037 0.0020 0.0002

Table 4.1: µxc in units of 2ωplρ

So only the imaginary part of ωη̃xc(r, ω) remains finite in this limit and ωζ̃xc(r, ω)

vanishes identically. In the limit ω → 0 the VK functional with the CNT parame-

trization for fh
xcL,T (ω) obviously reduces to the ALDA, as it was constructed under

the assumption fh
xcT (ρ, 0) = 0 which means that the tensor σxc(r, ω) given in Eq.

(4.170) vanishes in this limit. The static limit of the VK functional with the QV

parametrization is not equal to the ALDA since in this parametrization fh
xcT (ρ, 0) is

nonzero.
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Chapter 5

Analysis of the Viscoelastic

Coefficients in the

Vignale-Kohn Functional:

The Cases of One- and

Three-Dimensional

Polyacetylene

In this chapter we employ the Vignale-Kohn (VK) current functional in the calcula-

tion of the linear response properties of polyacetylene for both the one-dimensional

infinite chain and the infinite three-dimensional crystal. We test the two existing

parametrizations of the longitudinal and transverse exchange-correlation kernels of

the homogeneous electron gas that enter the VK functional and show that they lead

to very different results. We argue that this is mainly caused by the different val-

ues of these kernels in the zero-frequency limit in the two parametrizations. In this

limit knowledge of the exchange correlation part of the shear modulus of the ho-

mogeneous electron gas becomes very important. It is exactly this quantity that is

not known accurately. Furthermore, we show that our results are in good qualita-

tive agreement with results obtained earlier using the Vignale-Kohn functional for

polyacetylene oligomers.
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5.1 Introduction

Time-dependent density functional theory (TDDFT) developed by Runge and Gross

[3] makes it possible to describe the dynamic properties of interacting many-particle

systems in an exact manner. [3, 20, 37, 58]. Ghosh and Dhara [4, 5] showed that the

Runge-Gross theorems could be extended to systems that are subjected to general

time-dependent electromagnetic fields. The method has proven to be an accurate

tool in the study of electronic response properties [8, 37, 59]. In this chapter we

study infinite systems for which we use time-dependent current-density-functional

theory (TDCDFT) [12, 13, 37, 60]. In this approach the electron density of TDDFT

is substituted by the electron current density as the fundamental quantity. There

are mainly three reasons to use TDCDFT instead of ordinary TDDFT. The first

reason is related to the use of periodic boundary conditions which provide an efficient

way to describe infinite systems but that artificially remove the effects of density

changes at the surface [7]. For example, when a system is perturbed by an electric

field there will be a macroscopic response of the system and there will be a current

flowing through the interior with a nonzero average given by j(t) = (1/V )
∫

V j(r, t)dr,

which is the spatial average of the current density j(r, t) over an arbitrary volume

V . This macroscopic current is directly related through the continuity equation to

a density change at the outer surface of the system but does not correspond to a

density change in the bulk of the system. The density change at the surface of

the system leads to a macroscopic screening field in the bulk of the system. When

using periodic boundary conditions this phenomenon cannot be described with a

functional of the bulk density alone [7] but it can be described by a functional of the

current density in the bulk. Some of these difficulties can be circumvented by use

of an expression which relates the density-density response function to the trace of

the current-current response function [8–10]. However, for anisotropic materials this

relation only provides enough information to extract the trace of the dielectric tensor

and not its individual components. Second, in TDDFT only the response caused

by longitudinal vector potentials can be accounted for since only purely longitudinal

vector potentials can be gauge transformed to scalar potentials. The scalar potential

is the natural conjugate variable of the density in the meaning of a Legendre transform

[20]. However, when we consider transverse vector potentials the natural Legendre

conjugate is the current density [61]. Third, to describe nonlocal exchange-correlation

(xc) effects in large systems [9, 62, 63] it can be more convenient and more efficient

to use a local functional of the current density instead of a nonlocal functional of the

density [64–66]. Within TDDFT one would need an exchange-correlation functional

that is completely nonlocal to be able to take into account the charges that are



5.1 Introduction 95

induced at the surface of the system caused by the external field and which produce

a counteracting field [7, 67]. Instead, by applying a local functional of the current

density we can still take into account nonlocal effects that are induced in the system

by an external field.

TDDFT has mainly been used within the adiabatic local density approximation

(ALDA) in which the exchange-correlation scalar potential vxc(r, t) is just a local

functional of the density. In this chapter we use another method that goes beyond

the ALDA in which we employ an exchange-correlation vector potential, Axc(r, t),

which we approximate as a local functional of the current density using the expres-

sion derived by Vignale and Kohn [12,13]. They were the first to derive an expression

for Axc(r, t) that goes beyond the ALDA by formulating a local gradient expansion

in terms of the current density. By studying the weakly inhomogeneous electron

gas they found a dynamical exchange-correlation functional in terms of the current

density that is nonlocal in time but still local in space. By applying this functional

in an approximated fashion as a polarization functional we have observed that the

Vignale-Kohn (VK) functional holds great promise since the dielectric functions of

several semiconductors were much improved [68]. However, to obtain results in good

agreement with experiment an empirical prefactor had to be used to reduce the in-

tensity of the spectra. Later van Faassen et al. [64, 65] showed that the inclusion of

the VK functional in TDDFT calculations provides greatly improved polarizabilities

for π-conjugated polymers.

The evaluation of the VK expression for Axc(r, t) requires knowledge of some

properties of the homogeneous electron gas, i.e., the exchange correlation energy

ǫh
xc(ρ) and the longitudinal and transverse exchange-correlation kernels, fh

xcL(ρ, ω) ≡
limk→0 fh

xcL(ρ,k, ω) and fh
xcT (ρ, ω) ≡ limk→0 fh

xcT (ρ,k, ω), respectively, where ρ is

the electron density of the electron gas. Knowledge of the first is already required

in the ALDA and can be obtained from the accurate results of Monte Carlo calcu-

lations [55, 69]. The exchange-correlation kernels, on the other hand, are not known

accurately. Gross and Kohn (GK) [45, 52] proposed an interpolation formula for

Imfh
xcL(ρ, ω) in which the coefficients were obtained from sum rule arguments and ex-

act results from second-order perturbation theory that fix the low- and high-frequency

limits of the interpolation formula. The real part can then be obtained from the

Kramers-Krönig relations. In the limit ω → ∞ their interpolation formula reduces to

the exact result obtained by Glick and Long [56] However, the low-frequency behavior

of their interpolation formula is only determined by global sum rules. Moreover, the

real part corresponding to Imfh
xcL(ρ, ω) given by their interpolation formula reduces

to the wrong value in the limit ω → 0. The reason is that GK implicitly assume

that limω→0 limk→0 fh
xcL(ρ,k, ω) = limk→0 limω→0 fh

xcL(ρ,k, ω). It was later shown
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by Conti and Vignale that this assumption is incorrect by an explicit calculation of

limω→0 limk→0 fh
xcL,T (ρ,k, ω) [49]. Gross and Kohn do not give an expression for

Imfh
xcT (ρ, ω) which renders their method inadequate for evaluation of the VK func-

tional. Conti, Nifos̀ı, and Tosi (CNT) [14] chose a different route and calculated

Imfh
xcL,T (ρ, ω) directly by means of an approximate decoupling of an exact four-

point response function. Their results show more structure than those of GK, in

particular near twice the plasmon frequency ωpl, where the contribution from two-

plasmon excitations is the strongest. In addition CNT introduced parametrizations

of their numerical results which makes it applicable in the VK approach. However,

the real part corresponding to Imfh
xcL,T (ρ, ω) given by their parametrizations reduce

to the wrong values in the limit ω → 0. The reason is that, like GK, they use the

approximation limω→0 limk→0 fh
xcL,T (ρ,k, ω) = limk→0 limω→0 fh

xcL,T (ρ,k, ω). Qian

and Vignale (QV) [15] combined the interpolation scheme of GK with the results

obtained from the CNT calculations. First they obtained an exact result for the

slope of the imaginary part of Imfh
xcL,T (ρ, ω) at ω = 0. Then they adopt the GK

interpolation formula in which they need one more parameter to satisfy this new

constraint. This extra parameter in their scheme is the width of a Gaussian peak

around ω = 2ωpl that accounts for the two-plasmon contributions found by CNT.

The coefficients in their interpolation formula are chosen such to reproduce the cor-

rect behavior in the limit ω → ∞ as well as the correct behavior in the limit ω → 0.

The low-frequency behavior is now determined by the exact result they found for the

slope of Imfh
xcL,T (ρ, ω) at ω = 0 and the exact result obtained by Conti and Vignale

for the limω→0 limk→0 fh
xcL,T (ρ,k, ω) [49].

One of the aims of this chapter is to give a comparison between the CNT and

QV parametrizations of fh
xcL,T (ρ, ω). More specifically we will test their influence in

the application of the VK functional to the calculation of linear response properties

of polyacetylene. We will show that the result strongly depends on the values of

fh
xcT (ρ, ω) in the limit ω → 0. In order to show this we will also evaluate the CNT

and the QV parametrization in the static limit. We use polyacetylene as a test case

and calculate the polarizability per unit chain length of the infinite chain (1D) and

the dielectric function of crystalline polyacetylene (3D). The reason for looking at

polyacetylene is to be able to connect to the work of van Faassen et al. [64–66] in which

it was one of the π-conjugated polymers studied for which a great improvement of the

polarizability was found by introducing the VK functional. We will show that in the

case of the infinite polymer (1D and 3D) we obtain qualitatively similar results. The

polyacetylene crystal has the so-called herring-bone structure with two polymer chains

per unit cell. There exist two different configurations of polyacetylene belonging to

the space groups P21/a and P21/n. The former has an inphase arrangement of the
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two chains with respect to the dimerized backbone and the latter has an antiphase

arrangement. It was found that the total energy for P21/a is slightly lower than that

for P21/n and the former can therefore be considered to be more stable [70]. In this

chapter we will consider polyacetylene belonging to the space group P21/a only and

therefore we will drop the specification of the space group in the remainder.

In other works calculations have been performed to obtain the absorption spectra

of 1D and 3D polyacetylene by solving the Bethe-Salpeter equation (BSE), which is

an accurate and well-established method. The absorption spectrum of the 1D infinite

polyacetylene chain has been calculated by Rohlfing and Louie [71]. They found

two bound exciton states at excitation energies 1.7 and 1.8 eV of which only the

former shows a sharp peak in the absorption spectrum, the latter has no oscillator

strength for optical transitions. Puschnig and Ambrosch-Draxl [72] also performed

calculations on the 1D chain as well as on the 3D crystal. Starting from a ground-

state DFT calculation they obtained the absorption spectrum by solving the BSE.

They rigidly shifted upwards the conduction bands found from their DFT calculation

in order to obtain quasiparticle energies from the Kohn-Sham energies. In the 1D

case they shifted the conduction bands such as to obtain the same energy gap as

Rohlfing and Louie. Subsequently solving the BSE they find a bound exciton state

with nonzero oscillator strength at excitation energy 1.55 eV. In the 3D case they

find the lowest exciton state to have a binding energy of 0.05 eV but it has almost

no oscillator strength for optical transitions. The main feature of the absorption

spectrum they found is a broad peak at 0.5 eV above the energy gap. Recent BSE

calculations by Tiago et al. [73] on the 3D crystal show a peak at 1.7 eV. There is

also experimental data available from measurements on highly oriented polyacetylene

films. The polyacetylene films are oriented by stretching. The absorption spectrum

measured by Leising [74] shows a broad peak at about 1.7 eV. We have to be careful,

however, when comparing to experiment since the polymer crystals often suffer from

substantial static and dynamic disorder [75] and it is not clear to what extent these

effects influence the results.

The outline of this chapter is as follows. In Sec. 5.2 we start by giving a description

of the theory we use. It consists of an outline of TDCDFT and the way in which we

apply it in the regime of linear response as well as an introduction to the VK functional

where we discuss some of its aspects and discuss the parametrizations of the exchange-

correlation kernels of the homogeneous electron gas fh
xcL,T (ρ, ω) that enter the VK

functional. In Sec. 5.3 we then give the main aspects of the implementation. The

computational details of the calculations are the subject of Sec. 5.4. We have tested

our method on polyacetylene (1D and 3D), the results of which can be found in Sec.

5.5. Finally we draw conclusions from our findings in Sec. 5.6.
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5.2 Theory

5.2.1 TDCDFT

It was shown by Runge and Gross [3] that, for a given initial state, there is a one-to-one

correspondence between the time-dependent density ρ(r, t) and the time-dependent

external scalar potential v(r, t) up to a purely time-dependent function c(t). Ghosh

and Dhara [4, 5] extended the Runge-Gross proof to systems subjected to general

time-dependent electromagnetic fields by proving that, for a given initial state, there

exists a one-to-one correspondence up to a gauge transformation between the time-

dependent current density and the set of potentials {v(r, t),A(r, t)}, in which A(r, t)

is the time-dependent external vector potential (see also Refs. [6, 37]). The latter

theory has the advantages that were already mentioned in the Introduction. Ghosh

and Dhara further provide a practical scheme for calculating time-dependent densi-

ties and current densities. Here an interacting many-particle system in an external

electromagnetic field is replaced by an auxiliary non-interacting many-particle system

in an effective field desribed by the set of Kohn-Sham potentials {vs(r, t),As(r, t)}.
This set of potentials has the property that it produces the exact time-dependent

current density and the exact time-dependent density for a given initial state. If the

initial state is the ground state, it is already determined by the ground-state density

on the basis of the Hohenberg-Kohn theorem [1]. This time-dependent Kohn-Sham

theory was later strengthened by a generalization of the Runge-Gross theorem by

Vignale who showed that under some assumptions such a set of potentials indeed

exists and is unique [6]. In the Kohn-Sham scheme the time-dependent single-particle

wave functions are solutions of the following equation

i
∂

∂t
φn(r, t) =

(

1

2
[p̂ + As(r, t)]

2
+ vs(r, t)

)

φn(r, t), (5.1)

where p̂ = −i∇ is the momentum operator. The time-dependent Kohn-Sham poten-

tials are uniquely determined (apart from an arbitrary gauge transformation) by the

exact time-dependent density and current density. These exact particle densities can

be obtained from the solutions of Eq. (5.1) for φn(r, t):

ρ(r, t) =
∑

n

fnφ∗
n(r, t)φn(r, t) (5.2)

and

j(r, t) =
∑

n

fnRe[−iφ∗
n(r, t)∇φn(r, t)] + ρ(r, t)As(r, t), (5.3)

where fn are the occupation numbers of the Kohn-Sham wave functions and we assume

that our initial state is nondegenerate and is described by a single Slater determinant.
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The first and second terms on the right-hand side of Eq. (5.3) correspond to the

paramagnetic and diamagnetic current, respectively. The current density defined in

Eq. (5.3) is the physical gauge-invariant current density. The Kohn-Sham potentials

of Eq. (5.1) consist of the externally applied potentials and potentials arising from

the Hartree and exchange-correlation contributions of the density and current density.

We have chosen our gauge for the potentials according to Kootstra et al. [76,77] where

for the use of periodic boundary conditions it is essential that the macroscopic part of

the external field is contained in the vector potential. The scalar potential is lattice

periodic and therefore cannot contain any components that represent a macroscopic

field. We split the Kohn-Sham potentials into the following contributions:

As(r, t) = Amac(r, t) + Axc(r, t), (5.4)

vs(r, t) = vH,mic(r, t) + vxc,mic(r, t). (5.5)

Here vH,mic(r, t) is the microscopic part of the Hartree potential and vxc,mic(r, t)

is the microscopic part of the exchange-correlation potential. The term Amac(r, t)

denotes the macroscopic vector potential,

Amac(r, t) = Aext(r, t) + Aind(r, t), (5.6)

where Aext(r, t) is the external vector potential and Aind(r, t) is the induced macro-

scopic vector potential. The latter potential accounts for the long-range contribution

of the Hartree potential of the surface charge as well as the retarded contribution of

the induced transverse current density. We can safely ignore the microscopic part,

because its electric field contribution is already a factor ω2/c2 smaller than that of the

microscopic Hartree potential [76,78,79]. The gauge is chosen such that the external

field is incorporated into Amac(r, t). Finally, Axc(r, t) is the exchange-correlation

vector potential. In practice approximations are required for the set of exchange-

correlation potentials {vxc(r, t),Axc(r, t)}.

5.2.2 Linear Response

To study the linear response properties of systems, which are initially in the ground

state and perturbed by a time-dependent electromagnetic field, it is convenient to

work in the frequency domain. To do this we use a Fourier transformation defined by

j̃(r, ω) =

∫

j(r, t)eiωtdω. (5.7)

For notational convenience we will drop the tilde on j̃(r, ω) in the following and assume

that it is clear from the frequency dependence that we are dealing with a different

quantity. We use similar transforms for other quantities.



100
Analysis of the Viscoelastic Coefficients in the Vignale-Kohn Functional:

The Cases of One- and Three-Dimensional Polyacetylene

A time-dependent electric field Eext(ω) applied to a solid will induce a macroscopic

polarization Pmac(ω) which can be obtained from the induced current density by

Pmac(ω) =
−i

ωV

∫

V

δj(r, ω)dr. (5.8)

and which will be proportional to the macroscopic field Emac(ω), i.e., the applied field

plus the average induced field within the solid. The constant of proportionality is the

electric susceptibity χe(ω),

Pmac(ω) = χe(ω) ·Emac(ω). (5.9)

Unlike Pmac(ω) and Emac(ω), the susceptibility χ(ω) is independent of the size and

shape and is therefore a bulk property of the system. The induced current density can,

in principle, be calculated from the true current-current response function χjj(r, r
′, ω)

of the system according to

δj(r, ω) =
−i

ω

∫

χjj(r, r
′, ω) · Emac(r

′, ω)dr′. (5.10)

From Eqs. (5.8)-(5.10) it follows that

χe(ω) =
−1

ω2

1

V

∫

dr

∫

dr′χjj(r, r
′, ω). (5.11)

The direct evaluation of the current-current response function is, however, unpractical.

In our method we therefore adopt a Kohn-Sham formulation, in which the response

to an external electric field of an interacting system is calculated as the response

of an auxiliary noninteracting system to an effective field described by the set of

Kohn-Sham potentials {vs(r, ω),As(r, ω)}. We choose the field Emac(r, ω) to be

given and its relation to Amac(r, ω) is given by Amac(r, ω) = Emac(r, ω)/iω. We

leave the relation between Emac(r, ω) and Eext(ω) unspecified as this depends on

the sample size and shape and requires knowledge of χe(ω). The set of Kohn-Sham

potentials {vs(r, ω),As(r, ω)} have the property that they produce the exact current

density of the interacting system in the noninteracting Kohn-Sham system. From the

exact current density we can calculate the exact density according to the continuity

equation,

iωδρ(r, ω) = ∇ · δj(r, ω). (5.12)

The set of Kohn-Sham potentials {vs(r, ω),As(r, ω)} is a functional of the induced

current density and therefore it has to be solved in a self-consistent manner.

Within the linear response regime the effective perturbing field in the Kohn-Sham

Hamiltonian of Eq. (5.1) is given by

δĤs(r, t) =
1

2
[p̂ · δAs(r, t) + δAs(r, t) · p̂] + δvs(r, t)., (5.13)
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in which the exchange-correlation contribution is given by

δĤxc(r, t) =
1

2
[p̂ · δAxc(r, t) + δAxc(r, t) · p̂] + δvALDA

xc,mic(r, t). (5.14)

This defines the gauge we use for the exchange-correlation potentials, namely that

all the contributions from the ALDA are contained in the scalar potential and all

the contributions beyond the ALDA are contained in the vector potential. This

definition is compatible with the gauge set in Eqs. (5.4) and (5.5), in which the scalar

potential only contains components that represent microscopic fields. To first order

the perturbation in Eq. (5.13) leads to the following expressions within the Kohn-

Sham scheme for the induced density,

δρ(r, ω) =

∫

dr′
{

χs,ρjp(r, r′, ω) · δAs(r
′, ω) + χs,ρρ(r, r

′, ω)δvs(r
′, ω)

}

(5.15)

and the induced current density,

δj(r, ω) =

∫

dr′
{

[χs,jpjp(r, r′, ω) + ρ0(r)δ(r − r′)] · δAs(r
′, ω)

+χs,jpρ(r, r
′, ω)δvs(r

′, ω)
}

. (5.16)

The Kohn-Sham response functions χs,ab are properties of the ground state. They

are given by

χs,ab(r, r
′, ω) = lim

η→0+

∑

n,n′

(fn − fn′)
[φ∗

n(r)ãφn′(r)] [φ∗
n′ (r′)b̃φn(r′)]

ω − (ǫn′ − ǫn) + iη
. (5.17)

in which ã and b̃ can be either ρ̃ = 1 or j̃p = −i(∇−∇†)/2, where the dagger on the

nabla operator indicates that it acts on terms to the left of it. We use a tilde instead

of a hat in the auxiliary operators ρ̃ and j̃p in order to differentiate them from the

density operator and paramagnetic current-density operator. In Eq. (5.17) ǫn are the

eigenvalues of the Kohn-Sham orbitals φn(r) of the unperturbed system. The positive

infinitesimal η in Eq. (5.17) ensures the causality of the response function.

In principle the scalar potential could have been gauge transformed into a vector

potential [50,80] and δρ(r, ω) could have been expressed in terms of δj(r, ω) by means

of the continuity equation, Eq. (5.12). For the implementation it is, however, conve-

nient to include both the induced density and the scalar potential in our formalism.

If we neglect the small Landau diamagnetic part, which only is important in

the evaluation of magnetic properties, we can use the approximate conductivity sum

rule [10],
[

χs,jpjp(r, r′, 0)
]

ij
+ ρ0(r)δijδ(r − r′) = 0. (5.18)
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This sum rule can be used to relate the diamagnetic contribution to the induced cur-

rent density δjd(r, ω) = −ρ0(r)δAs(r, ω)/c to the static Kohn-Sham current-current

response function χs,jpjp(r, r′, 0). With this approximation we now get for the induced

current density

δj(r, ω) =

∫

dr′
{(

χs,jpjp(r, r′, ω) − χs,jpjp(r, r′, 0)
)

· δAs(r
′, ω)

+χs,jpρ(r, r
′, ω)δvs(r

′, ω)
}

, (5.19)

This provides an efficient way to deal with the incompleteness of the basis set in the

ω → 0 limit in actual applications. In Eq. (5.19) the Kohn-Sham potentials are given,

to first order, by

δAs(r, ω) = δAmac(r, ω) + δAxc(r, ω), (5.20)

δvs(r, ω) = δvH,mic(r, ω) + δvxc,mic(r, ω). (5.21)

In our gauge the use of the ALDA is equivalent to δvxc,mic(r, ω) = δvALDA
xc,mic(r, ω)

and δAxc(r, ω) = 0, in which case the Kohn-Sham vector potential becomes equal to

δAmac(r, ω). In the following we will go beyond the ALDA and give an expression

for δAxc(r, ω) using the spin-restricted expressions of Vignale and Kohn [12,13, 46].

5.2.3 The Vignale-Kohn Functional

In this section we will present a brief summary of the derivation of the Vignale-Kohn

expression for the exchange-correlation vector potential. The general expression for

the exchange-correlation vector potential to first order is

δAxc(r, ω) =

∫

dr′fxc(r, r
′, ω) · δj(r′, ω), (5.22)

which defines the tensor kernel fxc(r, r
′, ω). Here we chose the gauge in the true

interacting system and in the noninteracting Kohn-Sham system such that all pertur-

bations are included in the vector potential. Vignale and Kohn derived an approx-

imation for this exchange-correlation kernel [12, 13]. To obtain this approximation

they studied a periodically modulated electron gas with wave vector q, i.e.,

ρ0(r) = ρ(1 + 2γ cos(q · r)), (5.23)

where ρ is the density of the homogeneous electron gas and γ ≪ 1, and performed an

expansion of the exchange-correlation kernel

fxc(k + mq,k, ω) =
1

V

∫

dr

∫

dr′ fxc(r, r
′, ω)e−i(k+mq)·reik·r′ , (5.24)



5.2 Theory 103

to second order in k and q and to first order in γ. In Eq. (5.24) V is the volume

of the system and m is an integer for which to first order in γ only the values for

|m| ≤ 1 are needed. This expansion was shown to be analytic for small k and q and

to be valid under the constraints k, q ≪ kF , ω/vF , where kF and vF are the Fermi

momentum and the Fermi velocity, respectively. The coefficients in this expansion

are completely determined in terms of the density ρ and the coefficients fh
xcL(ρ, ω)

and fh
xcT (ρ, ω) of the exchange-correlation kernel of the homogeneous electron gas by

the Onsager symmetry relation, the zero-force and zero-torque theorems and a Ward

identity [12, 13]. The VK expression for δAxc(r, ω) is then obtained from

δAxc(r, ω) =
∑

m=0,±1

∫

dk

(2π)3
fxc(k + mq,k, ω)ei(k+mq)·rδj(k, ω), (5.25)

by inserting the expansion for fxc in Eq. (5.25) and using Eq. (5.23). Since this

expression contains first- and second-order powers of k we obtain first- and second-

order derivatives of the current density in real space. Similarly first- and second-order

powers of q lead to first- and second-order derivatives of ρ0(r) in real space. The

constraint q ≪ kF , ω/vF implies in real space that

|∇ρ0(r)|
ρ0(r)

≪ kF , ω/vF , (5.26)

where kF = vF = (3π2ρ)1/3.

From analysis of Eq. (5.25) and as a consequence of a Ward identity ρ can be

replaced by ρ0(r) in the coefficients fh
xcL(ρ, ω) and fh

xcT (ρ, ω). This will only affect

terms of order γ2 which were already neglected in the derivation. By doing this we

obtain a functional we can apply to general systems, although if applied to systems

with large density variations we may go outside the range of validity of the VK

derivation. It was shown by Vignale, Ullrich and Conti that the VK expression for

δAxc(r, ω) could be written in the following form [46,49],

iωδAxc,i(r, ω) = ∂iδv
ALDA
xc (r, ω) − 1

ρ0(r)

∑

j

∂jσxc,ij(r, ω), (5.27)

where vALDA
xc (r, ω) is the ALDA exchange-correlation scalar potential and σxc(r, ω)

is a tensor field which has the structure of a symmetric viscoelastic stress tensor,

σxc,ij = η̃xc

(

∂jui + ∂iuj −
2

3
δij

∑

k

∂kuk

)

+ ζ̃δij

∑

k

∂kuk, (5.28)

in which the velocity field u(r, ω) is given by

u(r, ω) =
δj(r, ω)

ρ0(r)
. (5.29)
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The coefficients η̃xc(r, ω) and ζ̃xc(r, ω) are determined by the transverse and lon-

gitudinal response coefficients fh
xcT (ρ0(r), ω) and fh

xcL(ρ0(r), ω) of the homogeneous

electron gas evaluated at the density ρ0(r),

η̃xc(r, ω) =
i

ω
ρ2
0(r)f

h
xcT (ρ0(r), ω), (5.30)

and

ζ̃xc(r, ω) =
i

ω
ρ2
0(r)

(

fh
xcL(ρ0(r), ω) − 4

3
fh

xcT (ρ0(r), ω) − d2ǫh
xc

dρ2
(ρ0(r))

)

, (5.31)

where ǫh
xc is the exchange-correlation energy per unit volume of the homogeneous

electron gas. The quantities η̃xc(r, ω) and ζ̃xc(r, ω) can be interpreted as viscoelastic

coefficients [46,49]. The parameter ζ̃xc(r, ω) contains a factor for which one can prove

the exact relation [46, 49]

lim
ω→0

(

fh
xcL(ρ0(r), ω) − 4

3
fh

xcT (ρ0(r), ω) − d2ǫh
xc

dρ2
(ρ0(r))

)

= 0. (5.32)

From Eq. (5.27) we can now derive an expression for the exchange-correlation kernel

in real space for which we obtain

fxc,ij(r, r
′, ω) =

1

iω

1

ρ0(r)ρ0(r′)

(

∂j∂
′
i + δij

∑

k

∂k∂′
k − 2

3
∂i∂

′
j

)

[δ(r − r′)η̃xc(r, ω)]

+
1

iω

1

ρ0(r)ρ0(r′)
∂i∂

′
j [δ(r − r′)ζ̃xc(r, ω)]

+
1

ω2
∂i∂

′
j

[

δ(r − r′)
d2ǫh

xc

dρ2
(ρ0(r))

]

. (5.33)

Note that fxc,ij satisfies the Onsager symmetry relation [13], i.e.,

fxc,ij(r, r
′, ω) = fxc,ji(r

′, r, ω), (5.34)

and it is clear from Eq. (5.33) that fxc is local in space but nonlocal in time.

We note that after an appropriate gauge transformation the first term on the

right-hand side of Eq. (5.27) is simply the ALDA scalar potential. Therefore, it is

the second term on the right-hand side of Eq. (5.27) that allows us to go beyond

the ALDA. In practice we consider the contribution of the ALDA within the scalar

potential in accordance with the gauge we specified in the previous sections.

5.2.4 The Response Coefficients

The longitudinal and transverse response kernels of the electron gas fh
xcL(ρ, ω) and

fh
xcT (ρ, ω) still have to be specified. These functions are well studied [14, 15, 47–49].
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In Fourier space they are defined as

lim
k→0

fh
xcL,T (k, ω) ≡ fh

xcL,T (ω) = lim
k→0

ω2

k2

(

χ−1
s,L,T (k, ω) − χ−1

L,T (k, ω)
)

− vL,T (k),

(5.35)

where χL,T (k, ω) are the current-current longitudinal and transverse response func-

tions of the homogeneous electron gas, χs,L,T (k, ω) are the equivalent response

functions of the noninteracting homogeneous electron gas, vL(k) = 4π/k2 is

the Fourier transform of the Coulomb potential, and vT (k) = 0. The identity

limk→0 fh
xcL,T (k, ω) ≡ fh

xcL,T (ω) was obtained by Vignale and Kohn [13, 50]. Note

that fh
xcL(k, ω) as defined in Eq. (5.35) coincides with fh

xc(k, ω) from scalar TDDFT

and it can thus be related to the local field correction G(k, ω) according to

fh
xcL(k, ω) = −vL(k)G(k, ω). (5.36)

Since fh
xcL,T (k, ω) are analytic functions of ω in the upper half of the complex ω-

plane and approach real functions fh
xcL,T (k,∞) for ω → ∞ they satisfy the standard

Kramers-Krönig relations,

Refh
xcL,T (k, ω) = fh

xcL,T (k,∞) + P

∫ ∞

−∞

dω′

π

Imfh
xcL,T (k, ω′)

ω′ − ω
, (5.37)

Imfh
xcL,T (k, ω) = −P

∫ ∞

−∞

dω′

π

Refh
xcL,T (k, ω′) − fh

xcL,T (k,∞)

ω′ − ω
, (5.38)

where P denotes the principle value of the integral. The response functions χs,L,T (k, ω)

in Eq. (5.35) are well-known functions first calculated by Lindhard [51] and are given

by

χs,L(k, ω) = lim
η→0+

ω2

k2

∫

dp

(2π)3
f(ǫp) − f(ǫp+k)

ω − (ǫp+k − ǫp) + iη
(5.39)

and

χs,T (k, ω) = ρ + lim
η→0+

1

2

∫

dp

(2π)3

(

p2 − (p · k)2

k2

)

f(ǫp) − f(ǫp+k)

ω − (ǫp+k − ǫp) + iη
, (5.40)

where ǫp = p2/2 is the free particle energy and f(ǫp) is the Fermi distribution function.

The full response functions χL,T (k, ω) are not known analytically though. There are,

however, well-known exact features of χL,T (k, ω) and G(k, ω) in the limit k → 0

obtained from sum rules and results from second-order perturbative expansions. From

these features and the relations (5.35) and (5.36) Gross and Kohn (GK) obtained exact

properties of fh
xcL(k = 0, ω) ≡ fh

xcL(ω) in the low- and high-frequency limits [45, 52].

Furthermore, they introduced an interpolation formula for Imfh
xcL(ω) which reduces

to the exact high-frequency limit for ω → ∞ obtained from second-order perturbative
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expansions by Glick and Long [56] and vanishes linearly in the limit ω → 0. The

low-frequency behavior was determined from the ω → 0 limit of the k → 0 limit of

Eq. (5.37) resulting in the following sum rule,

fh
xcL(0) − fh

xcL(∞) = P

∫ ∞

−∞

dω

π

Imfh
xcL(ω)

ω
, (5.41)

where fh
xcL(0) was obtained from the compressibility sum rule [53]

lim
k→0

lim
ω→0

fh
xcL(k, ω) =

Kxc

ρ2
, (5.42)

where Kxc is the exchange-correlation part of the bulk modulus given by

Kxc = ρ2 d2ǫh
xc(ρ)

dρ2
, (5.43)

and fh
xcL(∞) was obtained from the third-frequency-moment sum rule [52, 53], How-

ever, the compressibility sum rule contains limk→0 limω→0 fh
xcL(k, ω), which is not the

same as limω→0 limk→0 fh
xcL(k, ω) entering Eq. (5.41) as was implicitly assumed by

GK. This difference was first pointed out by Conti and Vignale [49] and will be briefly

discussed below. The real part of Imfh
xcL(ω) can subsequently be obtained from Eq.

(5.37) evaluated at k = 0.

A different approach to obtain fh
xcL(ω) as well as fh

xcT (ω) was given by Conti,

Nifos̀ı, and Tosi (CNT) [14]. They calculated Imfh
xcL,T (ω) by direct evaluation of

the imaginary parts of the current-current response functions, ImχL,T (k, ω). CNT

used an exact expression for ImχL,T (k, ω) in terms of four-point response functions

which were subsequently approximated by decoupling them into products of two-

point response functions. In order to include the effect of plasmons the two-point

response functions were then taken to be the RPA response functions. This decoupling

scheme only keeps direct contributions and neglects exchange processes. To account

for the latter processes CNT introduced a phenomenological factor which reduces the

total two-pair spectral weight by a factor of 2 in the high-frequency limit. In the

low-frequency limit the factor is close to unity for metallic densities, thereby largely

neglecting exchange processes. A distinct feature of the CNT result is a pronounced

peak at ω = 2ωpl in Imfh
xcL,T (ω), where ωpl is the plasmon frequency. Since the

double excitations take up most of the spectral strength and the plasmon excitation is

large with respect to single-pair excitations, the spectral strength accumulates around

ω = 2ωpl. The high-frequency behavior of Imfh
xcL(ω) obtained by CNT coincides with

the result of Glick and Long [56], and the high-frequency behavior of Imfh
xcT (ω) given

by CNT is new. Furthermore, CNT introduced parametrizations for Imfh
xcL,T (ω)
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that reproduce their numerical results. The real parts can again be obtained from

the Kramers-Krönig relation (5.37) where the high-frequency limits of fh
xcL,T (ω) were

obtained from third-frequency-moment sum rules [49,52,53]. However, like GK, CNT

obtained the value for fh
xcL(ω) in the limit ω → 0 by invoking the compressibility sum

rule, thereby interchanging the order of the limits. Since they expect the discontinuity

in the limit (k, ω) → (0, 0) to be small and since the exact value of this discontinuity

is unknown they prefer to enforce equality of the order of limits. We note that, within

the accuracy of their model, they found fh
xcT (ω = 0) to be indistinguishable from zero

in their calculations.

Shortly after Conti and Vignale [49] obtained exact expressions for

limω→0 limk→0 fh
xcL,T (k, ω) by comparing the microscopic linear-response equations

with the macroscopic viscoelastic equation of motion. Their evaluations led to the

following identities for the three-dimensional electron gas,

lim
ω→0

lim
k→0

fh
xcL(k, ω) ≡ fh

xcL(0) =
1

ρ2

(

Kxc +
4

3
µxc

)

(5.44)

lim
ω→0

lim
k→0

fh
xcT (k, ω) ≡ fh

xcT (0) =
µxc

ρ2
, (5.45)

where µxc is the exchange-correlation part of the shear modulus. [From the above

identities together with Eq. (5.43) follows immediately Eq. (5.32)]. The shear modulus

remains finite in the ω → 0 limit because the k → 0 limit is taken before the ω → 0

limit. Taking the reverse order of limits would result in a shear modulus equal to

zero. In that limit, however, fh
xcT (k, ω) is no longer related to the shear modulus,

but to the diamagnetic susceptibility, which is very small. Conti and Vignale further

show that µxc can be related to the Landau parameters Fl according to

µxc =
2ρǫF

5

F2/5 − F1/3

1 + F1/3
, (5.46)

where ǫF = k2
F /2 is the Fermi energy. Comparing Eqs. (5.42) and (5.44)

it becomes immediately clear that interchanging the order of the limits for

limω→0 limk→0 fh
xcL,T (k, ω) is equivalent to the approximation µxc = 0, and from

Eq. (5.45) we see that this means fh
xcT (0) = 0 as observed in the calculations of CNT.

In a subsequent paper Nifos̀ı, Conti, and Tosi (NCT) [48] use the correct expressions

for fh
xcL,T (0) given by Eqs. (5.44) and (5.45) and their calculations then show a non-

vanishing fh
xcT (0). However, they do not expect their values for fh

xcT (0) to be very

accurate as they are obtained from the integration over the whole frequency range of

Imfh
xcT (k = 0, ω) in Eq. (5.37).

Qian and Vignale (QV) [15] combined the methods of GK and CNT. They obtained

an analytic result for the slope of Imfh
xcL,T (ω) at ω = 0 by evaluating ImχL,T (k, ω)
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within perturbation theory in a similar way as CNT. The direct contributions were

treated the same, but QV also included their exchange counterparts in the evaluation.

They adopted the interpolation scheme of GK for Imfh
xcL,T (ω) in which they need one

more parameter to satisfy the new constraint on the slope of Imfh
xcL,T (ω) at ω = 0.

This extra parameter in their scheme is the width of a Gaussian peak around ω = 2ωpl

that accounts for the two-plasmon contributions found by CNT. The coefficients in

their interpolation formula are now determined by their analytic result for the slope

at ω = 0 and the correct low-frequency limits, Eqs. (5.44) and (5.45), as well as the

correct high-frequency behavior. The values for µxc were obtained from the Landau

parameters calculated by Yasuhara and Ousaka [57] for some values of of the Wigner-

Seitz radius rs (4πr3
s/3 = 1/ρ). Their model shows a peak around ω = 2ωpl that is

less pronounced than CNT’s.

From Eqs. (5.30)-(5.32) we can now determine the behavior of η̃xc(r, ω) and

ζ̃xc(r, ω) in the limit ω → 0. We obtain

lim
ω→0

ωη̃xc(r, ω) = iρ2
0(r)f

h
xcT (ρ0(r), 0) (5.47)

and

lim
ω→0

ωζ̃xc(r, ω) = 0. (5.48)

So only the imaginary part of ωη̃xc(r, ω) remains finite in this limit and ωζ̃xc(r, ω)

vanishes identically. In this limit the VK functional with the CNT parametrization for

fh
xcL,T (ω) obviously reduces to the ALDA, as it was constructed under the assumption

fh
xcT (ρ, 0) = 0 which means that the tensor σxc(r, ω) given in Eq. (5.28) vanishes in

this limit. The static limit of the VK functional with the QV parametrization for

fh
xcL,T (ω), which we will denote by QV0, is not equal to the ALDA since in this

parametrization fh
xcT (ρ, 0) is nonzero.

To summarize, the various parametrizations of fh
xcL,T (ρ, ω) presented above are

denoted by CNT and QV for the completely frequency-dependent parametrizations,

given in Refs. [14] and [15], respectively, whereas NCT and QV0 are frequency-

independent parametrizations. NCT takes its values for fh
xcT (ρ, 0) from Ref. [48] and

QV0 is simply the static limit of the QV parametrization. These four parametrizations

will be used in our calculations.

5.3 Implementation

We will show that we can write δAxc(r, ω) as expressed in Eqs. (5.27)-(5.29) in a

more convenient way,

δAxc(r, ω) = − i

ω
∇[δvALDA

xc (r, ω) + δuxc(r, ω)] + δaxc(r, ω) +∇× δbxc(r, ω). (5.49)
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Here δuxc(r, ω) is a scalar field, δaxc(r, ω) is a polar vector field, and δbxc(r, ω) is an

axial vector field. There is much freedom in choosing the contributions δuxc(r, ω),

δaxc(r, ω) and δbxc(r, ω), and we choose a form that involves only the local values

of δj(r, ω), ∇ · δj(r, ω) = iωδρ(r, ω) and ∇ × δj(r, ω) = δm(r, ω) (For a detailed

derivation see the Appendix)

δuxc = −iω
4
3 η̃xc + ζ̃xc

ρ2
0

δρ +

(

4
3 η̃xc + ζ̃xc

ρ2
0

∇ρ0

ρ0
− 2

∇η̃xc

ρ2
0

)

· δj, (5.50)

iωδaxc = −iω

(

4
3 η̃xc + ζ̃xc

ρ2
0

∇ρ0

ρ0
− 2

∇η̃xc

ρ2
0

)

δρ +
η̃xc

ρ2
0

∇ρ0

ρ0
× δm

+

(

1
3 η̃xc + ζ̃xc

ρ2
0

∇ρ0 ⊗∇ρ0

ρ2
0

− 2
∇η̃xc ⊗∇ρ0 + ∇ρ0 ⊗∇η̃xc

ρ3
0

)

· δj

+

(

2
∇⊗∇η̃xc

ρ2
0

+
η̃xc

ρ2
0

|∇ρ0|2
ρ2
0

I

)

· δj, (5.51)

iωδbxc =
η̃xc

ρ2
0

δm − η̃xc

ρ2
0

∇ρ0

ρ0
× δj. (5.52)

The functions δρ(r, ω), δj(r, ω), and δm(r, ω) can all be obtained by using at most

first-order derivatives of the orbitals. The induced density δρ(r, ω) and the induced

current density δj(r, ω) are defined in Eqs. (5.15) and (5.19), respectively. Further-

more, we have have the following expression for the curl of the induced current density

δm(r, ω),

δm(r, ω) =

∫

dr′
{(

χs,mjp(r, r′, ω) − χs,mjp(r, r′, 0)
)

· δAs(r
′, ω)

+χs,mρ(r, r
′, ω)δvs(r

′, ω)} , (5.53)

where the Kohn-Sham response χs,ab functions are given in Eq. (5.17), in which ã now

has to be substituted by m̃ = −i(∇† × ∇). Here the dagger on the nabla operator

again indicates that it acts on terms to the left of it.

We are now able to write Eqs. (5.50), (5.51) and (5.52) in the following compact

and elegant matrix vector product







δuxc

iωδaxc

iωδbxc






=







yρρ yρj 0

yjρ yjj yjm

0 ymj ymm













δρ

iδj/ω

iδm/ω






(5.54)
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The matrix entries are given as

yρρ = −iω
4
3 η̃xc + ζ̃xc

ρ2
0

, (5.55)

yρj = yT
jρ = −iω

(

4
3 η̃xc + ζ̃xc

ρ2
0

− 2
η̃′

xc

ρ0

)

∇ρ0

ρ0
, (5.56)

yjj = −iω

(

1
3 η̃xc + ζ̃xc

ρ2
0

− 4
η̃′

xc

ρ0
+ 2η̃′′

xc

)

∇ρ0 ⊗∇ρ0

ρ2
0

−iω

(

2
η̃′

xc

ρ0

∇⊗∇ρ0

ρ0
+

η̃xc

ρ2
0

|∇ρ0|2
ρ2
0

I

)

, (5.57)

yjm = yT
mj = −iω

η̃xc

ρ2
0

[∇ρ0

ρ0
×
]

, (5.58)

ymm = −iω
η̃xc

ρ2
0

I, (5.59)

in which we define the antisymmetric 3×3 matrix [∇ρ0/ρ0×]ij = −∑k ǫijk(∂kρ0)/ρ0

and where η̃′
xc(r, ω) and η̃′′

xc(r, ω) are the first- and second-order derivatives of η̃xc(r, ω)

with respect to the ground-state density. The matrix in Eq. (5.54) is a local function

of the ground-state density and its first- and second-order gradients and has additional

ω dependence through the coefficients η̃xc(r, ω) and ζ̃xc(r, ω).

The exchange-correlation contribution to the perturbation given in Eq. (5.14) can

now be written as

δĤxc(r, t) = δvALDA
xc (r, t) + δuxc(r, t) + j̃p · δaxc(r, t) + m̃ · δbxc(r, t), (5.60)

Using Eq. (5.60) the self-consistent linear-response equations can be written in the

following form







δρ

iδj/ω

iδm/ω






=







χs,ρρ −iχs,ρjp/ω −iχs,ρm/ω

iχs,jpρ/ω ∆χs,jj/ω2 ∆χs,jm/ω2

iχs,mρ/ω ∆χs,mj/ω2 ∆χs,mm/ω2













δvALDA
Hxc,mic + δuxc

iω(δAmac + δaxc)

iωδbxc






(5.61)

where δvALDA
Hxc,mic = δvH,mic + δvALDA

xc,mic . This relation has been written in such a way

that all matrix elements are real and finite for nonmetals in the limit ω → 0 as follows
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from the following explicit expressions for the various response kernels:

χs,ρρ(r, r
′, ω) =

∑

n,n′

wnn′(ω)(φ∗
n(r)φn′ (r)φ∗

n′ (r′)φn(r′)) (5.62)

− i

ω
χs,ρa(r, r′, ω) =

∑

n,n′

wnn′(ω)

(

φ∗
n(r)φn′ (r)

iφ∗
n′ (r′)âφn(r′)

ǫn − ǫn′

)

(5.63)

i

ω
χs,aρ(r, r

′, ω) =
∑

n,n′

wnn′(ω)

(

iφ∗
n(r′)âφn′(r′)

ǫn′ − ǫn
(r′)φ∗

n′ (r)φn(r)

)

(5.64)

1

ω2
∆χs,ab(r, r′, ω) =

1

ω2
(χs,ab(ω) − χs,ab(ω = 0))

=
∑

n,n′

wnn′(ω)

(

iφ∗
n(r)âφn′(r)

ǫn′ − ǫn

iφ∗
n′(r′)b̂φn(r′)

ǫn − ǫn′

)

, (5.65)

where â and b̂ can be either j̃p or m̃. We have defined

wnn′(ω) =
(fn − fn′)(ǫn − ǫn′)

(ǫn − ǫn′)2 − (ω + iη)2
(5.66)

as the frequency-dependent transition weights. In the periodic systems we study here

n is a multi-index composed of the band index and the Bloch vector. The transition

weights are included in the now ω-dependent quadrature scheme of the Brillouin zone

in order to handle the singular denominator analytically as in Kootstra et al. [76,77].

5.4 Computational Details

The implementation was done in the ADF-BAND program [76, 81–83] and we per-

formed our calculations with this modified version. We made use of Slater-type or-

bitals (STO) in combination with frozen cores and a hybrid valence basis set consisting

of the numerical solutions of a free-atom Herman-Skillman program [84] that solves

the radial Kohn-Sham equations. The spatial resolution of this basis is equivalent to

a STO triple-zeta basis set augmented with two polarization functions. This valence

basis set was made orthogonal to the core states. The Herman-Skillman program

also provides us with the free-atom effective potential. The Hartree potential was

evaluated using an auxiliary basis set of STO functions to fit the deformation density

in the ground-state calculation and the induced density in the response calculation.

We used the VK exchange-correlation kernel of Eq. (5.33) to calculate the polariz-

ability per unit chain length of an infinite polyacetylene chain and the macroscopic

dielectric function of an infinite polyacetylene crystal. They are both semiconducting

materials. In the 1D case we use the geometry given in Fig. 1 of Ref. [64]. For the
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crystal we use the experimental structural parameters given in Table II of Ref. [70]

with the exception that we put β equal to 90 deg. We used Eqs. (5.8) and (5.9) to

obtain χe(ω) from which the macroscopic dielectric function can directly be obtained

through ǫ(ω) = 1+4πχe(ω). To obtain the polarizability per unit chain length of the

1D polyacetylene chain we used Emac(ω) = Eext(ω) which is justified in the 1D case

for a nonconducting system. This will be discussed in the next chapter. For the eval-

uation of the p-space integrals we used a numerical integration scheme with 23 (1D)

and 110 (3D) symmetry-unique sample points in the irreducible wedge of the Brillouin

zone which was constructed by adopting a Lehmann-Taut tetrahedron scheme [85].

Since in the 3D calculation the dispersion in the direction of the chain is larger than

perpendicular to the chain, the sampling in the direction of the chain was 11 times

denser than in the direction perpendicular to it, thereby limiting the total number

of p-points. We checked the convergence with respect to the number of conduction

bands used and found that ten conduction bands are sufficient. This number was used

in all our calculations. We made use of the Vosko-Wilk-Nusair parametrization [55] of

the LDA exchange-correlation potential which was also used to construct the ALDA

exchange-correlation kernel. As mentioned above the values of fh
xcL,T (ρ, ω) were ob-

tained from the parametrizations given in Refs. [14, 15] denoted by CNT and QV,

respectively, and the values of fh
xcL,T (ρ, 0) were taken from Refs. [15, 48] denoted by

QV0 and NCT, respectively. However, fh
xcL,T (ρ, 0) are known only at specific values

of the Wigner-Seitz radius rs (4πr3
s/3 = 1/ρ). We used a cubic spline interpolation

to obtain values for fh
xcL,T (ρ, 0) at arbitrary rs in which the behavior for small rs was

taken to be quadratic similar to exchange-only behavior. A plot of fh
xcT (ρ, 0) from

NCT and QV0 can be found in Fig. 5.1.

5.5 Results

In Figs. 5.2 and 5.3 we show the effect of the VK exchange-correlation kernel fxc(r, r
′, ω)

given in Eq. (5.33) on the polarizability per unit chain length of 1D polyacetylene and

on the macroscopic dielectric function of 3D polyacetylene, respectively. The various

results correspond to different approximations of fh
xcL,T (ρ, ω) that enter fxc(r, r

′, ω).

We compare our results obtained with the VK functional with our ALDA results, in

which the exchange-correlation vector potential is neglected. It clearly shows in Figs.

5.2 and 5.3 that the CNT and QV parametrizations of fh
xcL,T (ρ, ω) give drastically

different results. Whereas the CNT spectra are relatively close to the ALDA spectra,

the QV spectra differ strongly from them. Let us first take a look at the absorption

spectrum in the 1D case. We see that the CNT spectrum has roughly the same struc-

ture as the ALDA spectrum with the exception that it shows absorption at energies
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Figure 5.1: fh
xcT (ρ, 0) in a.u. for values of rs up to rs = 5. Continuous curve: NCT;

dashed curve: QV0. The meanings of the abbrevations are explained in the text.

below the Kohn-Sham gap. This is caused by the fact that we now consider complex

values of fh
xcL,T (ρ, ω). The main peak in the QV spectrum on the other hand is shifted

by about 2.5 eV to higher frequency with respect to the ALDA spectrum and shows a

much smoother structure. An accompanying effect of the shift is that the absorption

intensity of the peak in the QV spectrum is much smaller than in the ALDA spectrum

because the absorption intensity scales inversely with the square of the frequency at

which the absorption occurs. Other effects may also have contributed to this lower-

ing of intensity. Close to the QV spectrum lies the QV0 spectrum which shows that

approximating the QV parametrization by its static limit is a good approximation in

this case. This is not surprising because within the range of frequencies where the

absorption has significant intensity and in the range of rs values that are relevant

for polyacetylene, which we checked to be rs . 2, the coefficients fh
xcL,T (ρ, ω) do not

change much with respect to their values in the static limit. Like the QV0 spectrum,

the NCT spectrum is obtained from values of fh
xcL,T (ρ, ω) evaluated in their static

limit. The only difference between the two approximations is the set of µxc values

that is used. The NCT values are slightly lower than those of QV (in the relevant

range of rs values for polyacetylene). We observe that this difference leads to an NCT

spectrum that lies a bit lower in energy than the QV0 spectrum. In fact, we see that

the approximations for fh
xcL,T (ρ, ω) that have nonzero values for µxc (NCT,QV,QV0),
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dot-dashed curve: QV; double-dot-dashed curve: QV0; continuous curve: ALDA.
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related to fh
xcT (ρ, 0) by Eq. (5.45), lead to peaks in the absorption spectra that are

shifted with respect to the ALDA spectrum. The influence of the frequency depen-

dence of fh
xcL,T (ρ, ω) for ω > 0 on the position and the shape of the peak is only small

as we can see by comparing the CNT spectrum with the ALDA spectrum and the QV

spectrum with the QV0 spectrum. These considerations imply a large dependance on

the values of µxc and a relatively small dependance on the behavior of fh
xcL,T (ρ, ω)

for ω > 0 for the position and the shape of the spectrum in the 1D case. We note that

the CNT-behavior of fh
xcL,T (ρ, ω) for ω > 0 does have influence on the intensity of the

absorption as can be seen by comparing the CNT spectrum with the ALDA spectrum,

but relative to the effect of µxc on the spectrum it seems to be small. Looking at the

absorption spectrum in the 3D case we observe the same qualitative features as in the

1D spectrum. The difference between the QV and QV0 spectrum is somewhat larger,

however, than in the 1D case. Still the contribution from µxc to the spectra seems to

be the most important. Unfortunately, not much is known about the precise values of

µxc. As mentioned above, NCT do not deem their values of µxc to be very accurate

and it is not clear how accurate the values are of the Landau parameters calculated

by Yasuhara and Ousaka [57] which were used by QV to obtain values for µxc. These

calculations of the Landau parameters are the only recent calculations done for the

three-dimensional electron gas.

We will now compare our results for the infinite polyacetylene chain with the

results obtained by van Faassen et al. for polyacetylene oligomers. They showed that

the static polarizability per unit chain length of these oligomers is largely reduced by

including the VK functional in their calculations [64, 65] with respect to the ALDA

results, which substantially overestimate this quantity. Their results reproduce those

of MP2 calculations. The absolute and relative reduction is increased with increasing

chain length leading to a reduction of about a factor of 3 for the longest oligomers that

they calculated. Their VK results were obtained using the values for µxc from NCT.

It is, however, difficult to obtain a quantitative comparison with their findings since

this requires extrapolation of their results to infinite chain length, something that is

not straightforward. From our NCT results in the real part in Fig. 5.2 we see the same

effect as observed by van Faassen et al., a large reduction of about a factor of 6 of our

static polarizability per unit chain length with respect to the ALDA values. Our NCT

result in the static limit should be an upper limit for the static polarizability per unit

chain length of the polyacetylene oligomers of increasing chain length obtained by

van Faassen et al.. They furthermore showed that by including the VK functional in

their calculations the oscillator strengths of low-lying excitations decrease and those

of higher-lying excitations increase with respect to the oscillator strengths obtained

in the ALDA when the length of the chain is increased [66]. We observe similar
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features in our absorption spectrum where the intensity of the absorption, which

is proportional to the oscillator strength, in the NCT spectrum is reduced at low

excitation energies and is increased at higher excitation energies with respect to the

ALDA spectrum. However, when comparing the NCT spectra with results obtained

from accurate calculations and experiment we see that the peak is shifted to too high

energy. As mentioned in the Introduction, Rohlfing and Louie [71] performed BSE

calculations on 1D polyacetylene and found the position of the peak in the absorption

spectrum at 1.7 eV. Furthermore, the experimental results from measurements on 3D

polyacetylene by Leising [74] also show the peak in the absorption spectrum at 1.7

eV. These results indicate that the peaks in the ALDA and CNT spectra appear at

too low energy and the peaks in the NCT, QV, and QV0 spectra appear at too high

energy. As was mentioned above, there seems to be a strong dependence of the shift

of the peak position with respect to that in the ALDA spectrum on the parameter

µxc. Actually, we can show that by steadily increasing the values for µxc from zero

upwards (in the rs-range relevant for polyacetylene) the peak smoothly ”walks” away

from the ALDA result to higher frequency. The two sets of values for µxc that are

available, those calculated by NCT and QV, differ substantially for rs & 2. Because

of the uncertainty in the theoretical values of µxc we choose to fit the position of

the peak to the BSE result, which we find more reliable than the experimental result

for reasons mentioned in the Introduction, for 1D polyacetylene with µxc as fitting

parameter. We test this idea in a simple static scheme like the NCT and QV0

approximation. With this scheme and with µxc equal to 7.5 × 10−4 for rs ≥ 1. we

can reproduce the position of the peak for 1D polyacetylene as found in the BSE

spectrum. The behavior for small rs was again taken to be quadratic. We note that

there are probably other choices possible for µxc as a function of rs that give the

same result for the peak position. Using these values for µxc in the calculation of

the absorption spectrum in the 3D case we find the peak at 1.8 eV compared to 1.7

eV in experiment. The results of these calculations of the absorption spectra can be

found in Figs. 5.4 and 5.5. The real parts of the spectra are not reported but we

note that the static values are not reduced to such a great extent with respect to

the ALDA values as we found from the NCT, QV, and QV0 calculations. The static

values are now reduced to 386 in the 1D case and 26.4 in the 3D case. The position

of the peak in the absorption spectrum now being the same as the BSE result (1D)

and almost the same as in experiment (3D) we can now compare the shape of the

spectra. In the case of 1D polyacetylene Rohlfing and Louie found a sharp peak in

their absorption spectrum. This is clearly not reproduced in our spectrum as we find

a very broad peak. In the case of 3D polyacetylene Puschnig and Ambrosch-Draxl [72]

find by solving the BSE a peak with a full-width at half-maximum of 0.3 eV and a
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Figure 5.4: The imaginary part of the polarizability per unit length of an infinite

polyacetylene chain in a.u.. Dashed curve: CNT; dot-dashed curve: QV; continuous

curve: ALDA; long-dashed curve: fit. The meanings of the abbrevations are explained

in the text.
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Figure 5.5: The imaginary part of the dielectric function of crystalline polyacetylene.

Dashed curve: CNT; dot-dashed curve: QV; continuous curve: ALDA; long-dashed

curve: fit. The meanings of the abbrevations are explained in the text.
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maximum of 180. Tiago et al. [73] find, also from BSE calculations, a peak at 1.7 eV

with a full-width at half-maximum of 0.14 eV and a maximum of 350. Leising finds

a peak at 1.7 eV with a full-width at half-maximum of 0.5 eV and a maximum of 30.

We find a peak with a full-width at half-maximum of 0.7 eV and a maximum of 71.

With respect to the BSE results, the width of the peak in our absorption spectrum

is too large and its height too small, the total intensity of the spectra are, however,

comparable. In general we find that the peaks in the 1D and 3D absorption spectra

are too broad. This can either be caused by a wrong choice of the µxc dependence

on rs, the wrong ω dependence of fh
xcL,T (ρ, ω) (none in this case), or flaws in the

VK functional itself. We note that including the ω dependence of fh
xcL,T (ρ, ω) in the

calculations through either the CNT or the QV parametrization will not solve this

problem as it does not alter the width of the peaks, it mainly reduces their height

(see Figs. 5.2 and 5.3).

5.6 Conclusions

In this chapter we used the current density as the natural fundamental quantity in

which to formulate TDDFT for extended systems. So-called time-dependent current

density functional theory (TDCDFT) may provide an elegant way to account for con-

tributions of nonlocal exchange-correlation effects. We introduced an efficient way

to include the Vignale-Kohn current functional for the induced exchange-correlation

vector potential into our self-consistent calculation scheme. In order to evaluate the

Vignale-Kohn functional one has to have knowledge of the exchange-correlation ker-

nels of the homogeneous electron gas fh
xcL,T (ρ, ω) as a function of the denstity and as

a function of the frequency. There exist two frequency-dependent parametrizations

of fh
xcL,T (ρ, ω), one by Conti, Nifos̀ı, and Tosi (CNT) [14] and the other by Qian

and Vignale (QV) [15]. We tested the effect of these parametrizations within the

Vignale-Kohn functional on the calculation of linear response properties of polyacety-

lene, namely the polarizability per unit chain length of an infinite polyacetylene chain

(1D) and the dielectric function of crystalline polyacetylene (3D). We showed that

the two frequency-dependent parametrizations lead to very different results. Further-

more, we showed that the effect on the results caused by the frequency dependence

of fh
xcL,T (ρ, ω) is small with respect to the effect caused by the values of the trans-

verse exchange-correlation kernel fh
xcT (ρ, ω) in the limit ω → 0 by inspecting the two

frequency-dependent parametrizations in their static limit. They correspond to the

ALDA and QV0 for CNT and QV, respectively. It can be shown that the values for

fh
xcT (ρ, ω) in the limit ω → 0 are related to the exchange-correlation part of the shear

modulus µxc [49].
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The results we obtain are in good qualitative agreement with the Vignale-Kohn

results obtained for polyacetylene oligomers [64–66]. They are, however, very different

from the results of calculations done on polyacetylene by solving the BSE. One of the

main causes of this discrepancy is the lack of accurate values that are available for µxc.

This is an important quantity as the positions of the peak in the absorption spectra

depend strongly on it. When restoring this difference by fitting the peak position

to BSE results with µxc as a parameter we are able to obtain spectra that show the

peaks at the right position but these peaks are too broad. This can be caused by

our specific choice of µxc or by the wrong description of the frequency dependence

of fh
xcL,T (ρ, ω). It may even be a problem inherent to the Vignale-Kohn functional

itself. But in order to be able to assess the merits of the Vignale-Kohn functional it is

important to first obtain accurate values for µxc either by first-principle calculations

or by some empirical fitting scheme.

Appendix: Derivation of the Exchange-Correlation

Vector Potential

The exchange-correlation vector potential as written in Eq. (5.27) and in particular

the ∂j(η̃xc∂jui) term cannot easily be evaluated as such. Consider therefore the

following vector identity:

[∇× [η̃xc(∇× u)]]i =
∑

j

[∂j(η̃xc∂iuj) − ∂j(η̃xc∂jui)] . (5.67)

Let us work out the first term on the righthand side a bit further,

∂j(η̃xc∂iuj) = ∂i[η̃xc∂juj + (∂j η̃xc)uj ] − (∂i∂j η̃xc)uj − (∂iη̃xc)(∂juj), (5.68)

so that we can combine the two results, Eqs. (5.67) and (5.68), to arrive at the

following expression

∑

j

∂jσxc,ij = {−∇× [η̃xc(∇× u)]}i

+
∑

j

[

2∂j(η̃xc∂iuj) −
2

3
∂i(η̃xc∂juj) + ∂i(ζ̃xc∂juj)

]

(5.69)

= {−∇× [η̃xc(∇× u)]}i +
∑

j

∂i

[(

4

3
η̃xc + ζ̃xc

)

∂juj + 2(∂j η̃xc)uj

]

−2
∑

j

[(∂i∂j η̃xc)uj + (∂iη̃xc)∂juj] . (5.70)
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Using the nabla operator, we arrive at the following result for the exchange-

correlation vector potential field,

− 1

ρ0
∇ · σxc = −∇

[

1

ρ0

(

4

3
η̃xc + ζ̃xc

)

(∇ · u) + 2
1

ρ0
∇η̃xc · u

]

+∇×
(

1

ρ0
η̃xc(∇× u)

)

− ∇ρ0

ρ2
0

[(

4

3
η̃xc + ζ̃xc

)

(∇ · u) + 2∇η̃xc · u
]

+η̃xc
∇ρ0

ρ2
0

× (∇× u) +
2

ρ0
[∇⊗∇η̃xc · u + ∇η̃xc(∇ · u)] . (5.71)

We obtain

− 1

ρ0
∇ · σxc

.
= iωδAxc = ∇[δvALDA

xc + δuxc] + iωδaxc + iω∇× δbxc, (5.72)

where δuxc, δaxc, and δbxc are given in Eqs. (5.50)-(5.52)
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Chapter 6

A Physical Model for the

Longitudinal Polarizabilities

of Polymer Chains

The aim of this chapter is to provide a physical model to relate the polarizability per

unit cell of oligomers to that of their corresponding infinite polymer chains. For this

we propose an extrapolation method for the polarizability per unit cell of oligomers

by fitting them to a physical model describing the dielectric properties of polymer

chains. This physical model is based on the concept of a dielectric needle in which we

assume a polymer chain to be well described by a cylindrically shaped nonconducting

rod with a radius much smaller than its length. With this model we study in which

way the polarizability per unit cell approaches the limit of the infinite chain. We

show that within this model the macroscopic contribution of the induced electric field

to the macroscopic electric field vanishes in the limit of an infinite polymer chain,

i.e., there is no macroscopic screening. The macroscopic electric field becomes equal

to the external electric field in this limit. We show that this identification leads to

a relation between the polarizability per unit cell and the electric susceptibility of

the infinite polymer chain. We test our dielectric needle model on the polarizability

per unit cell of oligomers of the hydrogen chain and polyacetylene obtained earlier

using time-dependent current-density-functional theory in the adiabatic local-density

approximation and with the Vignale-Kohn functional. We also perform calculations

using the same theory on truly infinite polymer chains by employing periodic bound-

ary conditions. We show that by extrapolating the oligomer results according to our
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dielectric needle model we get good agreement with our results from calculations on

the corresponding infinite polymer chains.

6.1 Introduction

In several studies physical properties of infinite polymer chains have been obtained by

calculating the desired property for a series of oligomers of increasing length and sub-

sequently extrapolating these results to the infinite polymer limit. In the case of poly-

acetylene Kirtman et al. found that the equilibrium geometry, energy per monomer

unit (C2H2), and isomerization energies had converged at a chain length of three or

four monomer units [86]. Other properties such as the ionization potential, band

gaps and band widths of the infinite chain were shown to converge less rapidly, but

it was demonstrated that one could obtain them by extrapolating the results of cal-

culations on small chains up to a length of four units. However, the convergence of

the static longitudinal linear polarizability per unit cell, αzz(N)/N , of polymers with

increasing chain length has been found to be very slow in general (see, for example,

Refs. [64, 65, 87–90]). Here αzz(N) is the longitudinal linear polarizability of a poly-

mer chain containing N monomer units where its axis is parallel to the applied field,

which is chosen to be in the z direction. A consequence of this slow convergence

with increasing chain length is that it is very difficult to obtain an accurate value for

the polarizability per unit cell of the infinite polymer chain by extrapolation of the

results from calculations on oligomer chains because, in general, the correct form of

the extrapolation function is not known.

The aim of this chapter is to provide a relation between the polarizability per

unit cell of oligomers and their corresponding infinite polymer chains based on a

physical model. The reason we need a physical model is twofold. First, we need

it to relate the susceptibility of our infinite polymer chain calculated using periodic

boundary conditions to the polarizability per unit cell, which is defined only for finite

systems, in the limit to infinite length of the chain. Second, we need a model to

establish in which way the polarizability per unit converges to the infinite polymer

limit. Most extrapolation methods currently available lack a physical basis, rendering

them inadequate to make the connection between the polarizability per unit cell of

oligomers with that of the infinite polymer chain. They are mainly concerned with

achieving high stability and efficiency. These methods assume a linear behavior of

the polarizability as a function of the number of units yielding a finite value for the

polarizability per unit for the infinite polymer chain. However, the way in which this

limit is approached is highly sensitive to the chosen fit form. Moreover, the exact

behavior is unknown. For this reason some studies have been performed that do have
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a physical basis and thus are able to provide this information. Such studies are those

by Rojo and Mahan [91] and Tretiak et al. [92]. They both studied the dependence

of the polarizability on the chain length using tight-binding model Hamiltonians,

being respectively a Hubbard and a Pariser-Parr-Pople Hamiltonian. Recently, Kudin

et al. studied a model of a one-dimensional stack of equally spaced and identical

localized polarizable charge distributions that are considered pointlike with respect

to the distance between nearest neighbors [90]. Their analysis led to the conclusion

that the static longitudinal linear polarizability per unit cell, αzz(N)/N , has the form

of a power series, at least to second order, in 1/N .

In this chapter we present a physical model that has at its basis a continuous charge

distribution in contrast to the work of Kudin et al. [90], namely a dielectric needle.

Moreover, by using this model we will establish a connection between the polarizability

per unit cell of oligomers and that of the infinite polymer chain, something that could

not be achieved in the discrete model. In this model we assume a polymer chain to

be well described by a cylindrically shaped nonconducting rod with a radius much

smaller than its length. With this model we can explain the linear behavior in the

number of unit cells of the polarizability and we can also obtain information on the

way the limit of the average polarizability per unit to the infinite polymer chain is

approached.

We will show that we arrive at the same conclusion as Kudin et al. for the form

of αzz(N)/N . The aim of this chapter is, therefore, to obtain an extrapolation model

that is physically motivated rather than one that is necessarily more stable or more

efficient than other methods.

In the previous chapter we evaluated the response of an infinite polyacetylene chain

to a macroscopic electric field using time-dependent current-density-functional theory

(TDCDFT) [93]. The exchange-correlation effects were treated in the adiabatic local-

density approximation (ALDA) as well as with the Vignale-Kohn (VK) functional

[12, 13]. One of the results was that the static longitudinal linear polarizability per

unit cell was greatly decreased upon going from the ALDA to the VK functional. The

same result was already observed by van Faassen et al. for polyacetylene oligomers as

well as for other π-conjugated oligomers [64,65]. Their VK results for these oligomers

greatly improved those obtained within the ALDA, obtaining results at the MP2

level (where available). Also for two σ-conjugated polymers and one nonconjugated

polymer they found a reduction of the static polarizability, although not as large as for

the π-conjugated systems. In this chapter we want to evaluate if our results for infinite

polymers are in keeping with results obtained by van Faassen et al. for oligomers. This

means that we have to find a reliable way to extrapolate the oligomer results for the

polarizability per unit cell of oligomer chains to the infinite polymer chain. We define
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ᾱzz(∞) as the N → ∞ limit of ᾱzz(N) = αzz(N)/N , the polarizability divided by

the number of monomer units. We will refer to this approach as the average approach

because there is also an alternative approach that is used in literature to obtain

ᾱzz(∞). In this, so-called difference approach, one evaluates the N → ∞ limit of

αzz(N)−αzz(N−1), the difference in polarizability between two oligomers which differ

by one monomer unit. With the currently used fit functions, the difference approach

is often used since it has the advantage of faster convergence with increasing chain

length. The reason for this is believed to be that the effects of the ends of the polymer

chain are removed from consideration in this approach. It is not guaranteed that the

difference approach leads to the same asymptotic value for the polarizability per unit

cell as the average approach, as is often tacitly assumed. For example, an oscillatory

behavior in αzz(N)/N can lead to a different asymptotic value in the two approaches.

Only if end effects decay fast enough for polymer chains of increasing length, such that

they leave no contributions in the case of an infinite polymer chain, will the difference

approach lead to the same asymptotic value as the average approach. We investigate

if this is the case within our physical model, and we will show that within our model

both approaches lead to the same asymptotic value, albeit that the asymptotic value

is approached very slowly as has also been stressed by Kudin et al. [90] Moreover, we

will show that for the model we used the results obtained in the average approach

can readily be transformed to those of the difference approach. An advantage of

the average approach is that numerical errors are reduced for larger polymer chains

because they are divided by N . This is not the case for the difference approach,

and these errors may lead to numerical instabilities in the extrapolation procedure.

Several extrapolation methods have been proposed so far and a summary is given in

the next section.

An altogether different approach to obtain properties of infinite systems is to make

use of their translational symmetry and employ periodic boundary condtions. In this

way one can directly evaluate the properties of the infinite polymer chain and one

avoids the problem of needing to find a good extrapolation method. However, when

using periodic boundary conditions the effects of density changes at the end points

are artificially removed. As a consequence the dipole moment and the polarizability

of such systems become ill defined. Instead, we will show that it is more natural

to evaluate the polarization with the dimension of a dipole moment per unit length.

This is still a well-defined property for infinite quasi-one-dimensional systems. The

polarization is related to the average electric field instead of the external electric field

through the electric susceptibility. We will show that it is possible to obtain a relation

between the susceptibility of the infinite polymer chain and the polarizability per unit

cell of oligomers in the limit of N → ∞ by adopting a physical model describing the
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dielectric properties of polymer chains. The physical model we use approximates a

polymer chain by a so-called dielectric needle, a nonconducting cylinder with a length

much bigger than its radius, having a uniform and isotropic susceptibility. Within this

model we can directly obtain the polarizability per unit cell of infinite polymer chains

by calculating its susceptibility from a periodic boundary calculation. Furthermore,

our dielectric needle model provides us with a means to extrapolate the results for

the polarizability per unit cell of oligomer chains to infinite length. The results that

we obtain from this extrapolation procedure can then be compared to the results

obtained from the periodic boundary calculations. This tells us something about the

quality of our model. We have done this comparison for two kinds of polymers: the

hydrogen chain and trans-polyacetylene. Finally, we will give our results for ᾱzz(∞)

of a number of infinite polymer chains.

The outline of this chapter is as follows. In Sec. 6.2 we give a description of

the theory we will need. It consists of an overview of extrapolation methods that

are already available in the literature, an account of the properties of quasi-one-

dimensional dielectric media, and an explanation of the dielectric needle model that

we use to describe polymers. In Sec. 6.3 we give the computational details of our

calculations on infinite polymer chains using periodic boundary conditions and of our

extrapolation method. The results obtained from these calculations are discussed in

Sec. 6.4. Finally, we draw conclusions from our findings in Sec. 6.5.

6.2 Theory

6.2.1 Extrapolation Methods

Several extrapolation procedures of the polarizabilities per unit cell of oligomers

have been proposed. The first was by Kirtman, who proposed a least squares fit

of αzz(N)/N to a power series in 1/N according to [87]

αzz(N)/N =

N
∑

n=0

cnN−n, (6.1)

where cn are constants. Kirtman had already used this scheme successfully to obtain

the extrapolated values for the properties of polyacetylene chains mentioned in the

Introduction. Similarly, Hurst et al. used the same polynomial expansion to fit log

αzz(N)/N . [88] In order to emphasize the decaying behavior of the difference between

the polarizability per unit cell of the infinite polymer chain and that of oligomer

chains of increasing length. Champagne et al. proposed a fitting function which has
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an exponential decreasing behavior according to [89]

αzz(N) − αzz(N − 1) = a − be−cN , (6.2)

where a, b, and c are constants. The obtained values for ᾱzz(∞) are found to be

smaller using this exponential fitting function in comparison with the polynomial

fitting function. This is consistent with the faster decay caused by the exponential in

Eq. (6.2). We can solve Eq. (6.2) for αzz(N), which results in

αzz(N) = αzz(k − 1) + a(N − k + 1) − b
e−kc − e−c(N+1)

1 − e−c
, (6.3)

where k is the number of unit cells of the smallest oligomer that is taken into account

in the fitting procedure. We can rewrite Eq. (6.3) as

αzz(N)

N
= a +

d

N
+

f

N
e−cN , (6.4)

where d and f are new constants combining the constants appearing in Eq. (6.3). A

different fitting function that could be used is the so-called logistic equation, which

was proposed in Ref. [94] for the extrapolation of the first hyperpolarizability. Other

fitting procedures that have been proposed deal with Padé approximants or are based

on purely mathematical approaches [95,96]. The problem with these fitting methods

is that they are not derived from a physical model for the polymer chains. In this

sense these extrapolation functions are arbitrary. As mentioned in the Introduction

there are some works in the literature that are based on physical models such as those

by Rojo and Mahan [91], Tretiak et al. [92], and recently by Kudin et al. [90] From

the analysis in the work by Kudin et al. it was shown that αzz(N)/N has the form

of a power series in 1/N as given in Eq. (6.1), at least to second order in 1/N . This

means that they confirm the scheme proposed by Kirtman at least up to second order

in 1/N and the scheme proposed by Champagne et al. up to first order in 1/N .

6.2.2 Infinite Quasi-one-dimensional Dielectric Media

A direct manner to obtain properties of infinite quasi-one-dimensional dielectric me-

dia is to make use of their translational symmetry and employ periodic boundary

conditions. Other works in which infinite quasi-one-dimensional systems are stud-

ied are, for example, Refs. [97, 98], in which coupled-perturbed Hartree-Fock is used.

However, when using periodic boundary conditions the effects of density changes at

the end points are artificially removed. Let us now evaluate the consequences this has

for the evaluation of the polarizability.
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In a finite system the polarizability tensor α(r, τ) can be obtained from the relation

between the induced electric dipole moment ∆µ(t) and the external electric field

Eext(r, t) according to

∆µ(t) =

∫ t

t0

∫

V
α(r, t − t′) · Eext(r, t

′)drdt′, (6.5)

where the space integral is over the volume of the entire system, V . The induced

dipole moment is defined by

∆µ(t) = −
∫

V
rδρ(r, t)dr, (6.6)

in which δρ(r, t) is the induced density. It becomes immediately clear that for an

infinite quasi-one-dimensional system described with periodic boundary conditions

∆µ(t) becomes ill defined. This means that the polarizability tensor in infinite sys-

tems is ill defined as well. However, we can also derive an expression for ∆µ(t) in

terms of the current density δj(r, t). Starting from Eq. (6.6) and using the continuity

equation, −∂tδρ(r, t) = ∇ · δj(r, t), we obtain

∆µ(t) = −
∫ t

t0

∫

V
δj(r, t′)drdt′ +

∫ t

t0

∫

S
r δj(r, t) · n dSdt′, (6.7)

where S is the surface of the system. Since in finite systems there are no currents

flowing across S, the surface integral vanishes.

We are considering an infinite quasi-one-dimensional system, therefore we have the

assumption that the induced current density is lattice periodic. We can now define

the polarization as an induced dipole moment per unit length ∆µ̄(t) according to

∆µ̄(t) = − 1

L

∫ t

t0

∫

L

∫

S

δj(r⊥, z, t′)dSdzdt′, (6.8)

where L is the length of a unit cell of a quasi-one-dimensional system with its axis

in the z direction, S is the surface that cuts the system parallel to the xy plane, and

r⊥ = (x, y). In this way effects caused by the end points are implicitly accounted

for. For example, when an infinite quasi-one-dimensional system is perturbed by an

electric field there will be a current flowing through the interior with a nonzero average

along its axis given by j(t) = (1/Λ)
∫

Λ

∫

S j(r⊥, z, t)dSdz, which is the average current

over an arbitrary length Λ. This current is directly related through the continuity

equation to a density change at the end points of the system. It is therefore not

necessary to consider end effects explicitly. So the induced dipole moment per unit

length ∆µ̄(t) is a well-defined quantity also for infinite quasi-one-dimensional systems.
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The induced current, and therefore ∆µ̄(t), depends not only on the external elec-

tric field but also on the field that is induced inside the one-dimensional dielectric

medium caused by this external field. It is therefore more natural to relate ∆µ̄(t) to

the average electric field. We define the average electric field Ē(r⊥, t) as an average

over the length of a unit cell of the external electric field plus the induced electric

field:

Ē(r⊥, t) =
1

L

∫

L

[Eext(r⊥, z, t) + Eind (r⊥, z, t)]dz. (6.9)

We can now define the induced dipole moment per unit length ∆µ̄(t) as the response

to an average electric field rather than an external field according to

∆µ̄(t) =

∫ t

t0

∫

S

χ(r⊥, t − t′) · Ē(r⊥, t′)dSdt′, (6.10)

which defines the electric susceptibility χ(r⊥, τ) as the constant of proportionality.

In this chapter we would like to obtain a relation between the polarizability per

unit cell and the susceptibility of infinite polymer chains, or in other words to establish

the following relation

∆µ̄(t) = lim
N→∞

∆µ(N, t)

NL
, (6.11)

where we made explicit that ∆µ(N, t) is the induced dipole moment for the oligomer

containing N monomer units. To obtain this relation we adopt a physical model

for polymer chains, namely, that of a dielectric needle. The main reason that we

adopt this model is that, in contrast to real polymer chains, we can evaluate the

polarizability of the dielectric needle in the limit of infinite length in an analytic way.

This is the subject of the next section.

6.2.3 The Dielectric Needle

We consider a dielectric needle model. A similar model was considered by Fixman [99].

We define the polarization to first order, P(r, ω), as

P(r, ω) = − i

ω
δj(r, ω), (6.12)

where the Fourier transform is defined as

j(r, ω) =

∫

j(r, t)eiωtdt. (6.13)

Similar transforms are used for other quantities. The macroscopic polarization Pmac(r, ω)

is defined as the average of P(r, ω) over a volume element according to

Pmac(r, ω) =
1

Vr

∫

Vr

P(r′, ω)dr′ = − i

ωVr

∫

Vr

δj(r′, ω)dr′, (6.14)
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where Vr is a volume element surrounding the point r with a size that is small com-

pared to the wavelength of the perturbing field but large enough to contain a large

number of bulk unit cells. In analogy to Eq. (6.9) we now define a macroscopic electric

field Emac(r, ω) as the spatial average over Vr of the external electric field plus the

induced electric field,

Emac(r, ω) =
1

Vr

∫

Vr

[Eext(r
′, ω) + Eind (r′, ω)] dr′. (6.15)

Note that Eq. (6.15) is only well-defined in a three-dimensional dielectricum, as Vr is

ill defined in one- and two-dimensional systems, whereas Eq. (6.9) is well-defined in

(quasi-)one-dimensional dielectric media. We now consider a cylinder having radius

R and length L. We assume that this rodlike system is not conducting, that it has a

uniform and isotropic electric susceptibility χe(ω). We can now write the macroscopic

polarization Pmac(r, ω) as

Pmac(r, ω) = χe(ω) · [Eext(r, ω) + Eind (r, ω)] , (6.16)

with χe(ω) as a constant of proportionality. Of course, higher order susceptibilities

could be included in Eq. (6.16) to go beyond the linear response regime we discuss

here. The induced electric field can be obtained from

Eind (r, ω) = −∇
∫

Cylinder

Pmac(r
′, ω) · (r − r′)

|r − r′|3 dr′. (6.17)

For reasons of simplicity we will assume that the rod is indeed needlelike, i.e., the ratio

R/L is small, and that it is placed in a uniform external field Eext(ω) oriented parallel

to the axis of the cylinder. In this case we can safely assume that the electric field

is not dependent on the distance to the cylinder axis and that both the polarization

and the induced field are parallel to this axis. We get for the induced field at the axis

in cylindrical coordinates,

Eind (z, ω) = − ∂

∂z

∫ L/2

−L/2

∫ R

0

Pmac(z
′, ω)(z − z′)

[(z − z′)2 + (r′)2]3/2
2πr′ dr′ dz′. (6.18)

Performing the integration and the differentiation we obtain

Eind (z, ω) = −4πPmac(z, ω) + 2π

∫ L/2

−L/2

Pmac(z
′, ω)

R2

[(z − z′)2 + R2]
3/2

dz′. (6.19)

Inserting Eq. (6.16) and introducing the dimensionless coordinates ζ = z/L and

ξ = R/L results in

p(ζ, ω) = β(ω)

∫ 1/2

−1/2

p(ζ′, ω)K(ζ − ζ′)dζ′ + γ(ω), (6.20)
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in which p(ζ, ω) = Pmac(Lζ, ω) and where we defined

K(ζ) =
ξ2

(ζ2 + ξ2)3/2
, (6.21)

β(ω) =
2πχe(ω)

1 + 4πχe(ω)
, (6.22)

γ(ω) =
χe(ω)Eext (ω)

1 + 4πχe(ω)
. (6.23)

The expression in Eq. (6.20) is a standard Fredholm equation of the second kind.

Unless β(ω) happens to be a characteristic value of the integral kernel, this equation

has a unique solution. If p(ζ, ω) can be expanded in a Taylor series for |ζ| < 1/2, the

integral in Eq. (6.20) is equal to 2p(ζ, ω) in the limit ξ → 0 under certain assumptions.

We show this in Appendix A. One then immediately obtains the following relation

for a dielectric rod of infinite length, i.e., in the limit ξ → 0:

lim
ξ→0

p(ζ, ω) = χe(ω)Eext (ω). (6.24)

So in the case of the infinite dielectric needle, the polarization is uniform. Moreover,

we have shown that in the case of an infinite dielectric rod the induced field vanishes

and the macroscopic field is equal to the external field for any (finite) radius. This

means that the effects caused by the charge buildup at the ends of a dielectric rod

decay when the length of the rod is increased. As a result end effects do not lead

to macroscopic screening in the infinite dielectric needle. For large χe(ω) the factor

β(ω) in the integral equation of Eq. (6.20) approaches the characteristic value and the

Fredholm equation becomes singular. Therefore we can expect a singular behavior

for large χe(ω) in combination with small ξ.

We now assume that the result we obtained within the model for the infinite

dielectric needle, namely, that the average induced field vanishes, is also valid in the

case of real polymer chains of infinite length. We then obtain from Eqs. (6.9) and

(6.10) for a polymer chain of infinite length

∆µ̄(ω) = Eext(ω)

∫

S

χzz(r⊥, ω)dS. (6.25)

This enables us to define ᾱ∞(ω) as the polarizability per unit for a polymer chain of

infinite length as

ᾱ∞(ω) = L
∆µ̄(ω)

Eext(ω)
= L

∫

S

χzz(r⊥, ω)dS. (6.26)

In the case of a dielectric needle of infinite length this equation becomes

ᾱ∞(ω) = πR2Lχe(ω). (6.27)
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We now want to compare this result for the truly infinite dielectric needle with that

of a finite dielectric needle in the limit to infinite length. For a dielectric needle of

finite length we obtain the following relation from Eqs. (6.7) and (6.14):

∆µ(ω) = πR2L
∫ 1/2

−1/2

p(ζ, ω)dζ. (6.28)

Inserting Eq. (6.5) and dividing both sides by N we obtain (L = LN),

αzz(N, ω)

N
=

πR2L

Eext(ω)

∫ 1/2

−1/2

p(ζ, ω)dζ, (6.29)

where we defined

αzz(N, ω) =

∫

NV

α(r, ω)dr, (6.30)

in which V is the volume of a unit cell. We can evaluate analytically the polarizability

per unit of a dielectric needle of infinite length by taking the limit N → ∞ in Eq.

(6.29). We obtain

ᾱzz(∞, ω) ≡ lim
N→∞

αzz(N, ω)

N
= πR2Lχe(ω), (6.31)

where we used the result of Eq. (6.24). We see that in the case of a dielectric needle

we can obtain ᾱzz(∞, ω) directly from the susceptibility χe(ω). Comparing this result

to Eq. (6.27) we have

ᾱ∞(ω) = ᾱzz(∞, ω). (6.32)

In the remainder of this chapter we show that this result also holds for real polymer

chains, which means that we can obtain ᾱzz(∞, ω) for real polymers from

ᾱzz(∞, ω) ≡ lim
N→∞

αzz(N, ω)

N
= L

∫

S

χzz(r⊥, ω)dS. (6.33)

This is our main result. The integral in Eq. (6.33) can be evaluated by applying

periodic boundary conditions so that there is no need for an extrapolation procedure

to obtain ᾱzz(∞, ω). The validity to apply the results obtained with the dielectric

needle model to real polymer chains can be checked explicitly. This is done by fitting

the polarizabilities per unit cell of finite oligomer chains to the dielectric needle model

using Eq. (6.29), in which the only fitting parameters are the radius R and the

susceptibility χe(ω). The best-fit values for R and χe(ω) can then be used to obtain

ᾱzz(∞, ω) from Eq. (6.31). Comparing this result for the extrapolated value at infinite

length to that obtained with a periodic boundary calculation will give a direct estimate

of the quality of the dielectric needle model for real systems.
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The above procedure can be extended to the non-linear response regime. As

mentioned above this means one has to include higher order susceptibilities in the

expression for the macroscopic polarization, Eq. (6.16). One is then able to study the

dependence of hyperpolarizabilities on the chain length. It would be interesting to

know, for example, if the induced field would still vanish in the limit of the infinite

dielectric needle when these hyperpolarizabilities are considered and how these hy-

perpolarizabilities approach the infinite limit. To the best of our knowledge, the only

work that has gone beyond the linear-response regime using a physical model is that

by Rojo and Mahan [91]. They used a Hubbard model to study the dependence of

the second hyperpolarizability on the chain length.

6.2.4 Approximate Solution of the Fredholm Equation

In this section we want to discuss an iterative solution of Eq. (6.20) to give some

insight into our model. We follow the same line of reasoning as Gusmão [100] for his

treatment of Love’s integral equation [101–103], which is very similar to our integral

equation, the difference being that the power of the denominator in the kernel is 1

instead of 3/2. We are interested in the limit that ξ is very small. In that case

the kernel is sharply peaked. The main contribution to the integral over the kernel

therefore comes from the region ζ ≈ ζ′ and as a first approximation we may therefore

replace ζ′ by ζ in the argument of p under the integral sign. This yields the following

equation for the approximate solution p0(ζ).

p0(ζ) = βp0(ζ)

∫ 1/2

−1/2

K(ζ − ζ′)dζ′ + γ, (6.34)

where we suppressed the ω dependence for notational convenience and will continue

to do so in the following. The solution p0(ζ) is given by

p0(ζ) = γ

[

1 − β

(

(ζ + 1/2)
√

(ζ + 1/2)2 + ξ2
− (ζ − 1/2)
√

(ζ − 1/2)2 + ξ2

)]−1

(6.35)

We see that for ξ → 0 and |ζ| < 1/2 we have p0 = χEext . Moreover, at the end points

we have

p0(±1/2) =
γ

1 − β 1√
1+ξ2

. (6.36)

To give an impression what p0(ζ)/Eext looks like we plot its solution for ξ = 0.01

and χe = 1 in Fig. 6.1 together with the exact solution, p(ζ)/Eext , from Eq. (6.20).

We see that in the middle of the dielectric needle p(ζ)/Eext and p0(ζ)/Eext are close

to uniform and rapidly decrease close to the end points. This behavior is enhanced
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Figure 6.1: The static polarization divided by the external field along a dielectric

needle for χe = 1 and ξ = 0.01. Continuous curve: exact solution p(ζ); Dashed curve:

approximate solution p0(ζ).

for smaller values of ξ and smaller values of χe. The region in which p0(ζ)/Eext is

close to uniform is somewhat larger than that for the exact solution and p0(ζ)/Eext

falls off faster than the exact solution near the end points. Furthermore, we observe

that in the center of the dielectric needle p(ζ)/Eext as well as p0(ζ)/Eext are equal to

χe(= 1).

Let us now obtain the average polarization of p0(ζ) over the length of the dielectric

needle. We define the average polarization of p(ζ) by

p̄ =

∫ 1/2

−1/2

p(ζ)dζ. (6.37)

We have a similar expression for p̄0. As is shown in Appendix B we obtain for p̄0 to

first order in ξ,

p̄
[1]
0 = χeEext + 2γξh(β, 0), (6.38)

where h(β, 0) is a constant given in Eq. (6.58). Similarly we can obtain p̄0 up to

higher orders of ξ. To order ξ4 we obtain the following form for p̄0,

p̄0 = χeEext + Aξ + Bξ2 + Cξ3 + Dξ4 + Eξ4lnξ + O(ξ5). (6.39)
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Figure 6.2: The average static polarization divided by the external field of a dielectric

needle against ξ, the ratio of the radius and the length of the dielectric needle, for

χe = 1. Continuous curve: exact solution p̄; Dashed curve: approximate solution p̄0;

Dot-dashed curve: p̄
[1]
0 .

So we find that p̄0 to third order in ξ behaves like a polynomial, but the logarithmic

term shows that the correct form of p̄0 is more complicated. Similar nonanalytic terms

involving logarithms that we find for p̄0 in Eq. (6.39) were obtained by Gusmão [100]

in his treatment of Love’s integral equation. In Fig. (6.2) we plot p̄
[1]
0 /Eext together

with p̄0/Eext and the exact solution p̄/Eext . We observe that p̄0/Eext is a reasonable

approximation for p̄/Eext for small ξ and becomes better for larger ξ. Furthermore,

we see that p̄
[1]
0 /Eext is still a reasonable approximation for the exact solution p̄/Eext

for ξ < 0.1. We also see that in the limit ξ → 0 the exact solution and the approximate

solution p̄0/Eext go to χe(= 1), which indicates that the assumptions made in deriving

Eq. (6.24) were justified and that indeed the macroscopic part of the induced electric

field vanishes in the limit ξ → 0. We note that for the exact and the approximate

solution this limit is approached linearly (albeit with different slopes). We thereby

confirm the 1/N convergence of αzz(N)/N to its asymptotic value found by Kudin

et al [90]. The results obtained for αzz(N, ω)/N can easily be transformed to obtain

the corresponding results for αzz(N, ω)−αzz(N − 1, ω) by applying a transformation

similar to the inverse of the one we performed on Eq. (6.2). This transformation shows

that within our model the difference approach converges to the same asymptotic value

as the average approach. However, we see from the approximate solution in Eq. (6.39)
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that αzz(N, ω) − αzz(N − 1, ω) approaches its asymptotic value as 1/N2 instead of

1/N . We also see from Eq. (6.39) that successive elimination of higher order terms

in 1/N , for example, using the Romberg interpolation, will eventually fail due to the

nonanalytic behavior of p̄0 in ξ = 0.

6.3 Computational Details

6.3.1 Periodic Boundary Calculations

The calculations were done in a modified version of the ADF-BAND program [76,

81–83]. We made use of Slater-type orbitals (STO) in combination with frozen cores

and a hybrid valence basis set consisting of the numerical solutions of a free-atom

Herman-Skillman program [84] that solves the radial Kohn-Sham equations. The

spatial resolution of this basis is equivalent to a STO triple-zeta basis set augmented

with two polarization functions, which was the basis used in Ref. [64, 65] for the

oligomer calculations. This valence basis set was made orthogonal to the core states.

The Herman-Skillman program also provides us with the free-atom effective potential.

The Hartree potential was evaluated using an auxiliary basis set of STO functions to

fit the deformation density in the ground-state calculation and the induced density in

the response calculation. For the evaluation of the k-space integrals we used a numer-

ical integration scheme with 101 symmetry-unique sample points in the irreducible

wedge of the Brillouin zone which was constructed by adopting a Lehmann-Taut

tetrahedron scheme [85]. We made use of the Vosko-Wilk-Nusair parametrization [55]

of the local-density approximation (LDA) exchange-correlation potential which was

also used to construct the ALDA exchange-correlation kernel. In the VK calculations

we need the static transverse exchange-correlation kernel, fxcT (ρ0, ω = 0). They

were obtained from Ref. [48], because these values were also used by van Faassen

et al. . However, fxcT (ρ0, ω = 0) is known only at specific values of the Wigner-

Seitz radius rs (4πr3
s/3 = 1/ρ0). We used a cubic spline interpolation to obtain

values of fxcT (ρ0, ω = 0) at arbitrary rs in which the behavior for small rs was

taken to be quadratic, similar to exchange-only behavior. The integral of χzz(r⊥, ω)

over the surface S in Eq. (6.33) is solved numerically with the integration scheme

in Ref. [81]. We performed periodic boundary calculations on the following infinite

polymer chains: the hydrogen chain (H), polyacetylene (PA), polyyne (PY), poly-

methineimine (PMI), polydiacetylene (PDA), polybutatriene (PBT), polythiophene

(PT), polyethylene (PE), polysilane (PSi), and polysilene (PSi2). The geometries of

these polymer chains were taken from Refs. [64, 65]. We have checked that the re-

sults were converged with respect to all parameters involved in the calculations. To
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be consistent we used a basis set and a numerical integration scheme in our periodic

boundary calculations that were equivalent to those used in the oligomer calculations.

6.3.2 Extrapolation

The longitudinal linear polarizabilities per unit cell, αzz(N)/N , of several finite hy-

drogen chains and polyacetylene chains were obtained from Ref. [64,104]. To fit these

results for αzz(N)/N to our dielectric needle model we used the Levenberg-Marquardt

method, a standard nonlinear least-squares algorithm. As mentioned above the fit pa-

rameters were the radius R and the electric susceptibility χe. The Fredholm equation

in Eq. (6.20) was solved numerically using a Gauss-Legendre quadrature.

6.4 Results

In Figs. 6.3 and 6.4 we show the static longitudinal polarizabilities per unit cell,

αzz(N)/N , of several hydrogen chain oligomers and polyacetylene oligomers, respec-

tively, as obtained by van Faassen et al. [64] using TDCDFT with the VK functional

together with the fits of these values to our dielectric needle model. We see that

in the case of the hydrogen chain the fit in which all oligomer results were taken

into account is very close to the oligomer results for N ≥ 6. For this reason and

because the dielectric needle model is probably not such a good approximation for

the smallest oligomers, we also did a fit in which all oligomer results were taken into

account except those for the five smallest oligomer chains. The result is a fit that

lies on top of the first one. In the case of polyacetylene the situation is somewhat

different. Here it does make a difference whether or not we discard the results of the

five smallest oligomers in our fitting scheme. If we do so the fit is much improved

for the longer oligomer chains. The fit is then again very close to the oligomer results

(for N ≥ 6). There are two reasons for the fact that in the case of polyacetylene

the two fits are different while in the case of the hydrogen chain they are on top of

each other. First, in the case of polyacetylene we have a smaller number of results

for the longer oligomers than we have for the hydrogen chain, meaning that the small

oligomers have a relatively larger weight in the fit. Second, the ratio of the length and

width of a polyacetylene monomer is smaller than that of a hydrogen chain monomer,

which is mainly caused by the hydrogen atoms that are bound almost perpendicular

to the direction of the polyacetylene chain. We also applied our fitting procedure to

the oligomer results of van Faassen et al. [64] using TDCDFT within the ALDA. The

results are shown in Figs. 6.5 and 6.6. Here we only show the results for the fits in

which the five smallest oligomers have been discarded. Again, the fit is in very good
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Figure 6.3: The polarizability per unit cell αzz(N)/N of the hydrogen chain obtained

with TDCDFT using the VK functional. Crosses: Oligomer results from Ref. [64];

dashed curve: least-squares fit of the oligomer results to our dielectric needle model;

continuous curve: least-squares fit of the oligomer results to our dielectric needle

model where the results of the smallest five oligomers were discarded; Dot: Infinite

chain result from a periodic boundary calculation.
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Figure 6.4: The polarizability per unit cell αzz(N)/N of polyacetylene obtained with

TDCDFT using the VK functional. Crosses: Oligomer results from Ref. [64]; dashed

curve: least-squares fit of the oligomer results to our dielectric needle model; con-

tinuous curve: least-squares fit of the oligomer results to our dielectric needle model

where the results of the smallest five oligomers were discarded; Dot: Infinite chain

result from a periodic boundary calculation.
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Figure 6.5: The polarizability per unit cell αzz(N)/N of the hydrogen chain obtained

with TDCDFT using the ALDA. Crosses: Oligomer results from Ref. [64]; dashed

curve: least-squares fit of the oligomer results to our dielectric needle model where

the results of the smallest five oligomers were discarded; Dot: Infinite chain result

from a periodic boundary calculation.
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Figure 6.6: The polarizability per unit cell αzz(N)/N of polyacetylene obtained with

TDCDFT using the ALDA. Crosses: Oligomer results from Ref. [64]; dashed curve:

least-squares fit of the oligomer results to our dielectric needle model where the results

of the smallest five oligomers were discarded; Dot: Infinite chain result from a periodic

boundary calculation.



6.4 Results 141

Polymer(functional) ᾱzz(∞)

PBC Dielectric Needle Polynomial Exponential

H(VK) 131.01 132.16 133.45 132.40

PA(VK) 111.48 112.44 114.94 113.24

H(ALDA) 162.28 162.26 164.42 162.60

PA(ALDA) 612.78 646.21 668.53 656.77

Table 6.1: The polarizabilities per unit cell of the infinite polymer chain, ᾱzz(∞),

obtained from a calculation using periodic boundary conditions (PBC) and from a fit

of the oligomer results to our dielectric needle model, to a polynomial as proposed

in Ref. [87], and to an exponential function as proposed in Ref. [89]. The results are

for the infinite hydrogen chain (H) and the infinite polyacetylene chain (PA) both

calculated using TDCDFT within the ALDA as well as with the VK functional.

agreement with the oligomer results.

From the fitting procedure of the oligomer results to our dielectric needle model

we obtain the best-fit values of our fit parameters, the radius and the electric suscep-

tibility. With these best-fit values we obtain directly ᾱzz(∞) for the infinite polymer

chains from Eq. (6.31). The results are given in Table 6.1. We see that the results

obtained with both methods are nearly the same, the difference being below 1% with

the exception of the infinite polyacetylene chain calculated within the ALDA. There

we see a difference of about 5%. Along with these results we also listed the results

for ᾱzz(∞) in Table 6.1 those we obtained using the extrapolation methods of Kirt-

man and Champagne et al. as given in Eqs. (6.1) and (6.2), respectively. For the

extrapolation method of Kirtman we fitted αzz(N)/N to a third-order polynomial in

1/N . Instead of fitting αzz(N)/N , Champagne et al. fitted αzz(N)−αzz(N −1) to an

exponential function. However, we do not always have the polarizabilities of polymer

chains differing in one monomer unit available. Therefore we fit to Eq. (6.4), which

is the same as fitting to Eq. (6.2) as was shown above. From Table 6.1 we see that,

although the results obtained with the extrapolation according to our dielectric nee-

dle model lie closest to the results obtained from periodic boundary calculations, the

differences between the three methods are small. This is not surprising if we compare

the extrapolation formulas of Kirtman and Champagne et al. in Eqs. (6.1) and (6.4),

respectively, to our approximate solution p̄0(ω) given in Eq. (6.39). We see that up

to third order in the 1/N we have the same form as Kirtman and up to first order

in 1/N we have almost the same form as Champagne et al. since the exponential

in Eq. (6.4) goes to zero fastly for large N , assuming the constant c is positive. As
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Polymer(functional) ξu = R/L χe

H(VK) 0.304 4.98

PA(VK) 0.623 0.907

H(ALDA) 0.300 6.29

PA(ALDA) 0.501 8.06

Table 6.2: The ratios, ξu = R/L, of the radius and the length of a unit cell and the

electric susceptibility χe of the hydrogen chain (H) and polyacetylene (PA) obtained

from a fit of the oligomer results to our dielectric needle model. The results are

calculated using TDCDFT within the ALDA as well as with the VK functional.

expected the results obtained with the extrapolation formula of Champagne et al. lie

lower than those obtained with Kirtman’s formula. In Table 6.2 we show our best-fit

values for the radius R and the electric susceptibility χe. We do not give the radius

as such but the ratio ξu = R/L of the radius and the length of a unit cell because

it shows in a better way that the best-fit values for the radius are realistic. Now

that we have shown that the polarizabilities per unit cell of infinite polymer chains,

ᾱzz(∞), from periodic boundary calculations are in keeping with the extrapolated

values of αzz(N)/N obtained by van Faassen et al. ,we present the ᾱzz(∞) for several

kinds of polymers obtained from our periodic boundary calculations in Table 6.3. We

use TDCDFT within the ALDA as well as with the VK functional. We see that the

VK values are greatly reduced for all polymers with respect to the ALDA results.

Especially for the π-conjugated systems (PA, PY, PMI, PDA, PBT, PT and PSi2),

this reduction is substantial.

6.5 Conclusions

In this chapter we presented a physical model for the longitudinal polarizabilities of

polymer chains that describes their dielectric properties. We showed that within this

model we can relate the polarizability per unit cell αzz(N, ω)/N of oligomers to that

of the their corresponding infinite polymer chains. The physical model we use is that

of a dielectric needle in which we assume a polymer chain to be well described by a

cylindrically shaped nonconducting rod with a radius much smaller than its length.

We showed that within this model the macroscopic contribution of the induced electric

field to the macroscopic electric field vanishes in the limit of N → ∞, i.e., there is no

macroscopic screening. This identification leads to a relation between αzz(N, ω)/N

in the limit N → ∞ and the electric susceptibility of the infinite polymer chain. This
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means that we can obtain the polarizability per unit cell of the infinite polymer chain,

ᾱzz(∞, ω), directly from a periodic boundary calculation. Moreover, by studying an

approximate solution of our model and from the information contained in Fig. (6.2) we

conclude that the leading terms in an expansion of αzz(N, ω)/N is ᾱzz(∞, ω) + a/N ,

but that higher-order terms become nonanalytic. This means that end effects, which

ultimately vanish in the infinite polymer chain, decrease only slowly with increasing

chain length. The dielectric needle also provides us with a procedure to extrapolate

the results of αzz(N, ω)/N of oligomer chains to infinite length. Comparing this result

for the extrapolated value at infinite length to that obtained with a periodic boundary

calculation gives a direct estimate of the validity of using the dielectric needle model.

We have tested our extrapolation method on the static longitudinal polarizabilities per

unit cell, αzz(N, ω = 0)/N , of oligomers of the hydrogen chain and of polyacetylene

that were obtained by van Faassen et al. [64] using time-dependent current-density-

functional theory in the adiabatic local-density approximation and with the Vignale-

Kohn functional. At the same time we performed calculations using the same theory

on truly infinite polymer chains by employing periodic boundary conditions. We

showed that by extrapolating the oligomer results according to our dielectric needle

model we get good agreement with our results from calculations on infinite polymer

Polymer Monomer unit ᾱzz(∞)

ALDA VK

H H2 162.28 131.01

PA C2H2 612.78 111.48

PY C2 315.73 143.28

PMI CNH 352.91 79.70

PDA C4H2 771.46 194.49

PBT C4H2 6017.24 245.07

PT C8S2H4 1162.06 329.63

PE C2H4 36.28 31.67

PSi Si2H4 209.49 101.62

PSi2 Si2H2 6263.73 390.09

Table 6.3: Polarizabilities per unit cell for various polymer chains of infinite length,

ᾱzz(∞), obtained from TDCDFT calculations using periodic boundary conditions

within the ALDA and with the VK functional. H: hydrogen chain, PA: polyacetylene,

PY: polyyne, PMI: polymethineimine, PDA: polydiacetylene, PBT: polybutatriene,

PT: polythiophene, PE: polyethylene, PSi: polysilane and PSi2: polysilene.
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chains using periodic boundary conditions. This shows that our dielectric needle

model is a good approximation to describe the dielectric properties of long polymer

chains. Furthermore, it shows that our results for the infinite polymer chains of the

hydrogen chain and polyacetylene, both from ALDA and VK calculations, are in

keeping with the oligomer results of van Faassen et al.

Appendix A: Infinite Limit of the Dielectric Needle

We define for |ζ| < 1
2 ,

I(ζ, ξ) =

∫ 1/2

−1/2

p(ζ′, ξ)
ξ2

[(ζ − ζ′)2 + ξ2]3/2
dζ′. (6.40)

We now show that we have the following equality

lim
ξ→0

I(ζ, ξ) = 2p(ζ, 0), (6.41)

under the assumption that p(ζ′, ξ) can be expanded in a Taylor series around ζ′ = ζ

for |ζ| < 1/2. It is easy to see that we have

I(ζ, ξ) =

∫ 1/2

−1/2

p(ζ′, ξ)
∂2

∂ζ′2

√

(ζ − ζ′)2 + ξ2dζ′. (6.42)

Inserting the Taylor expansion of p(ζ′, ξ) and assuming that we can integrate term

by term, we obtain

I(ζ) =

∞
∑

n=0

In(ζ, ξ), (6.43)

where

In(ζ, ξ) =
1

n!
p(n)(ζ, ξ)

∫ 1/2

−1/2

(ζ′ − ζ)n ∂2

∂ζ′2

√

(ζ − ζ′)2 + ξ2dζ′, (6.44)

in which p(n)(ζ, ξ) is the n-th order derivative of p(ζ′, ξ) with respect to ζ′ at ζ.

Changing variables according to ζ′− ζ = x and performing integration by parts twice

we have

In(ζ, ξ) =
1

n!
p(n)(ζ, ξ)

{

[

xn ∂

∂x

√

x2 + ξ2 − nxn−1
√

x2 + ξ2

]1/2−ζ

−1/2−ζ

+

n(n − 1)

∫ 1/2−ζ

−1/2−ζ

xn−2
√

x2 + ξ2dx

}

. (6.45)
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Note that 1/2 − ζ ≥ 0 and −1/2 − ζ ≤ 0. In the following we assume that we can

interchange the limit of ξ → 0 with the integrals and that the n-th order derivatives

of p(ζ′, ξ) are finite in the limit ξ → 0. For n = 0 we then have

lim
ξ→0

I0(ζ, ξ) = p(0)(ζ, 0)

[

∂

∂x
|x|
]ζ−1/2

−ζ−1/2

= 2p(ζ, 0). (6.46)

For n = 1 we have

lim
ξ→0

I1(ζ, ξ) = p(1)(ζ, 0)

[

x
∂

∂x
|x| − |x|

]ζ−1/2

−ζ−1/2

= 0. (6.47)

For n ≥ 2 we have

lim
ξ→0

In(ζ, ξ) =
1

n!
p(n)(ζ, 0)

{

[

xn ∂

∂x
|x| − nxn−1|x|

]1/2−ζ

−1/2−ζ

+

n(n − 1)

[

∫ 0

−1/2−ζ

−xn−1dx +

∫ 1/2−ζ

0

xn−1dx

]}

=

∞
∑

n=2

1

n!
p(n)(ζ, 0)

{

[−xn + nxn − (n − 1)xn]
0
−1/2−ζ

+ [xn − nxn + (n − 1)xn]
1/2−ζ
0

}

= 0. (6.48)

Combining the results for all n gives Eq. (6.41).

Appendix B: Asymptotic Expansion of p̄0

To obtain p̄0 from Eq. (6.35) we have to solve

p̄0 = 2γ

∫ 1/2

0

dζ

[

1 − β

(

(ζ + 1/2)
√

(ζ + 1/2)2 + ξ2
− (ζ − 1/2)
√

(ζ − 1/2)2 + ξ2

)]−1

, (6.49)

where we used the fact that the integrand is even. We will evaluate this integral in

the limit of small ξ. For the first term in the denominator of this expression we can

write to first order in ξ

(ζ + 1/2)
√

(ζ + 1/2)2 + ξ2
= 1 + O(ξ2). (6.50)

We thus obtain

p̄0 = 2γ

∫ 1/2

0

dζ

[

1 − β

(

1 − (ζ − 1/2)
√

(ζ − 1/2)2 + ξ2

)]−1

+ O(ξ2). (6.51)
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We now make the substitution ξx = 1/2 − ζ. Then p̄(ζ) attains the form

p̄0 = 2γξ

∫ 1/(2ξ)

0

dx

[

1 − β

(

1 +
x√

x2 + 1

)]−1

+ O(ξ2). (6.52)

The large x behavior of the integrand to first order in 1/x is given by

1

1 − β
(

1 + x√
x2+1

) =
1

1 − 2β
+ O

(

1

x2

)

. (6.53)

We can therefore add and subtract the limiting values of the integrand for p̄0(x) and

write

p̄0 = 2γξ

∫ 1/(2ξ)

0

1

1 − 2β
dx + 2γξh(β, ξ) + O(ξ2) (6.54)

=
γ

(1 − 2β)
+ 2γξh(β, ξ) + O(ξ2), (6.55)

where we defined

h(β, ξ) =

∫ 1/(2ξ)

0





1

1 − β
(

1 + x√
x2+1

) − 1

1 − 2β



 dx. (6.56)

We can expand h(β, ξ) in a Taylor expansion around ξ = 0 according to

h(β, ξ) = h(β, 0) + h′(β, 0)ξ + O(ξ2), (6.57)

where the coefficients h(n)(β, 0) can be shown to be finite. The coefficient h(β, 0) is

given by

h(β, 0) = − β

1 − 2β
− 2β2

(1 − 2β)3/2

[

arctan
(

√

1 − 2β
)

+ arctan

(

β√
1 − 2β

)]

. (6.58)

Inserting the expansion for h(β, ξ) given in Eq. (6.57) into Eq. (6.55) gives Eq. (6.38).



Chapter 7

Analysis of the Vignale-Kohn

Current Functional in the

Calculation of the Optical

Spectra of Semiconductors

In this chapter we investigate the Vignale-Kohn current functional when applied to

the calculation of optical spectra of semiconductors. We discuss our results for sili-

con. We found qualitatively similar results for other semiconductors. These results

show that there are serious limitations to the general applicability of the Vignale-

Kohn functional. We show that the constraints on the degree of nonuniformity of the

ground-state density and on the degree of the spatial variation of the external po-

tential under which the Vignale-Kohn functional was derived are almost all violated.

We argue that the Vignale-Kohn functional is not suited to use in the calculation of

optical spectra of semiconductors since the functional was derived for a weakly inho-

mogeneous electron gas in the region above the particle-hole continuum whereas the

systems we study are strongly inhomogeneous and the absorption spectrum is closely

related to the particle-hole continuum.

7.1 Introduction

Time-dependent density functional theory (TDDFT) developed by Runge and Gross

[3] makes it possible to describe the dynamic properties of interacting many-particle
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systems in an exact manner [3, 20, 37, 45]. Ghosh and Dhara [4, 5] showed that the

Runge-Gross theorem could be extended to systems that are subjected to general

time-dependent electromagnetic fields (see also Ref. [6]). The method has proven to

be an accurate tool in the study of electronic response properties [8, 37, 59]. TDDFT

has mainly been used within the adiabatic local density approximation (ALDA) in

which the exchange-correlation scalar potential vxc(r, t) is just a local functional of

the density. In this chapter we investigate a method that goes beyond the ALDA in

which we employ an exchange-correlation vector potential, Axc(r, t), the longitudinal

part of which can be related to vxc(r, t) by a gauge transformation. We approximate

the exchange-correlation vector potential as a local functional of the current density

using the expression derived by Vignale and Kohn [12,13]. By studying a weakly inho-

mogeneous electron gas they found a dynamical exchange-correlation vector potential

as a functional of the current density that is nonlocal in time but still local in space. It

was later shown by Vignale, Ullrich, and Conti [46] that the exchange-correlation vec-

tor potential obtained by Vignale and Kohn could be recast in terms of a viscoelastic

stress tensor, making the formalism physically more transparent. The Vignale-Kohn

(VK) functional was derived under the constraints k, q ≪ kF , ω/vF , where k is the

length of the wave vector of the external perturbation, q is the length of the wave

vector of the inhomogeneity of the ground-state density and kF and vF are the local

Fermi wave vector and velocity, respectively. The constraint q ≪ kF , ω/vF means

that formally the application of the VK functional is only justified if the ground-state

density is slowly varying and the constraint k ≪ kF , ω/vF means we are formally

allowed to use the VK functional if the induced current density is slowly varying.

Furthermore, the constraint k ≪ ω/vF implies the region above the particle-hole

continuum of the homogeneous electron gas.

The VK functional was first applied by Ullrich and Vignale to study the line

widths of collective modes in two dimensional quantum strips and the line widths of

intersubband plasmons in quantum wells [50, 80, 105, 106]. These phenomena occur

in the region above the particle-hole regime. They obtain a quantitative agreement

with the experimentally observed linewidths of the intersubband plasmons. We then

applied the VK functional in an approximated fashion as a polarization functional

and we observed that the dielectric functions of several semiconductors were much

improved [68]. However, to obtain results in good agreement with experiment an

empirical prefactor had to be used. Later van Faassen et al. [64, 65] showed that the

inclusion of the VK functional in TDDFT calculations yields greatly improved polar-

izabilities for π-conjugated polymers, obtaining results that are comparable with MP2

values. These results were indications that the VK formalism is a very promising one,

even when it is applied to describe phenomena related to the particle-hole regime in
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systems of which the ground-state density nor the induced current density is slowly

varying. However, more recent results show that there are serious limitations to the

general applicability of the VK functional. It was observed by van Faassen and de

Boeij that the excitation energies of n → π∗ transitions in π-conjugated polymers and

a benchmark set of molecules are greatly overestimated [66, 107]. A similar overesti-

mation was found by Ullrich and Burke for the excitation energies of s → p transitions

in atoms [108]. Finally, in a recent article we showed that the peak that appears in

the optical spectra of 1D- and 3D-polyacetylene, which is a π-conjugated polymer,

shows a large shift to higher frequency with respect to the peak that appears in the

spectra obtained within the ALDA. Furthermore, the height of this peak is largely

reduced. However, to obtain agreement with optical spectra from BSE calculations on

3D-polyacetylene [72,73] the height of the peak should increase and its width should

decrease with respect to the peak in the ALDA spectrum. These results raise the

question whether or not it is justified to apply the VK functional in the calculation

of phenomena related to the particle-hole regime like optical spectra and excitation

energies. In this chapter we will try to answer this question. To do so we will study

some limiting behavior of the VK functional and we will evaluate the VK functional

when applied in the calculation of the optical spectra of silicon.

The outline of this chapter is as follows. In Sec. 7.2 we give an overview of

the theory we use, it consists of an account of linear response theory within time-

dependent current-density-functional theory (TDCDFT), an introduction to the VK

functional, an analysis of the limiting behavior of the response kernels of the electron

gas which enter the VK functional and a short summary of the parametrizations

available for these kernels. The computational details are discussed in Sec. 7.3. We

present and discuss our result obtained for the optical spectrum of silicon in Sec. 7.4.

Finally, we draw conclusions from our findings in Sec. 7.5.

7.2 Theory

7.2.1 TDCDFT Linear Response Equations

A frequency-dependent electric field Eext(ω) applied to a solid will induce a macro-

scopic polarization Pmac(ω) which can be obtained from the induced current density

by

Pmac(ω) =
−i

ωV

∫

V

δj(r, ω)dr, (7.1)

and which will be proportional to the macroscopic field Emac(ω), i.e., the applied field

plus the average induced field within the solid. The constant of proportionality is the
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electric susceptibity χe(ω),

Pmac(ω) = χe(ω) ·Emac(ω). (7.2)

Unlike Pmac(ω) and Emac(ω), the susceptibility χ(ω) is independent of the size and

shape and is therefore a bulk property of the system. The induced current density can,

in principle, be calculated from the true current-current response function χjj(r, r
′, ω)

of the system according to

δj(r, ω) =
−i

ω

∫

χjj(r, r
′, ω)dr′ ·Emac(ω). (7.3)

From Eqs. (7.1)-(7.3) it follows that

χe(ω) =
−1

ω2

1

V

∫

dr

∫

dr′χjj(r, r
′, ω). (7.4)

The direct evaluation of the current-current response function is, however, unpractical.

In our method we therefore adopt a Kohn-Sham formulation, in which the response

to an external electric field of an interacting system is calculated as the response of

an auxiliary noninteracting system to an effective field described by the set of Kohn-

Sham potentials {δvs(r, ω), δAs(r, ω)}. We choose the field Emac(ω) to be given and

its relation to Amac(ω) is given by Amac(ω) = Emac(ω)/iω. We leave the relation

between Emac(ω) and Eext(ω) unspecified as this depends on the sample size and

shape and requires knowledge of χe(ω). The Kohn-Sham vector potential has the

property that it produces the exact current density in the Kohn-Sham system. From

the exact current density we can calculate the exact density according to the continuity

equation,

∇ · δj(r, ω) = iωδρ(r, ω). (7.5)

The effective field is a functional of the induced current density and it has to be solved

in a self-consistent manner. To first order we have the following expressions within

the Kohn-Sham scheme for the induced density,

δρ(r, ω) =

∫

{

χs,ρjp(r, r′, ω) · δAs(r
′, ω) + χs,ρρ(r, r

′, ω)δvs(r
′, ω)

}

dr′, (7.6)

and the induced current density,

δj(r, ω) =

∫

{

[χs,jpjp(r, r′, ω) + ρ0(r)δ(r − r′)] · δAs(r
′, ω)

+ χs,jpρ(r, r
′, ω)δvs(r

′, ω)
}

dr′. (7.7)
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Here the χs,ab are the Kohn-Sham response kernels which are properties of the ground

state. They are given by

χs,ab(r, r
′, ω) = lim

η→0+

∑

n,n′

(fn − fn′)
[φ∗

n(r)ãφn′(r)] [φ∗
n′ (r′)b̃φn(r′)]

ω − (ǫn′ − ǫn) + iη
, (7.8)

in which ã and b̃ can be either ρ̃ = 1 or j̃p = −i(∇−∇†)/2, where the dagger on the

nabla operator indicates that the operator acts on terms to the left of it. We use a

tilde instead of a hat in the auxiliary operators ρ̃ and j̃p in order to differentiate them

from the density operator and paramagnetic current-density operator. In Eq. (7.8) ǫn

are the eigenvalues of the Kohn-Sham orbitals φn(r) of the unperturbed system. The

positive infinitesimal η in Eq. (7.8) ensures the causality of the response function.

In principle the scalar potential could have been gauge transformed into a vector

potential [50,80] and δρ(r, ω) could have been expressed in terms of δj(r, ω) by means

of the continuity equation, Eq. (7.5). For the implementation it is, however, conve-

nient to include both the induced density and the scalar potential in our formalism.

If we neglect the small Landau diamagnetic part, which only is important in

the evaluation of magnetic properties, we can use the approximate conductivity sum

rule [10],
[

χs,jpjp(r, r′, 0)
]

ij
+ ρ0(r)δijδ(r − r′) = 0. (7.9)

This sum rule can be used to relate the diamagnetic contribution to the induced

current density δjd(r, ω) = −ρ0(r)δAs(r, ω) to the static Kohn-Sham current-current

response function χs,jpjp(r, r′, 0). With this approximation we now get for the induced

current density,

δj(r, ω) =

∫

{(

χs,jpjp(r, r′, ω) − χs,jj(r, r
′, 0)

)

· δAs(r
′, ω)

+ χs,jpρ(r, r
′, ω)δvs(r

′, ω)
}

dr′. (7.10)

This provides an efficient way to deal with the incompleteness of the basis set in the

ω → 0 limit in actual applications. In Eq. (7.10) the Kohn-Sham potentials are given,

to first order, by

δAs(r, ω) = δAmac(ω) + δAxc(r, ω), (7.11)

δvs(r, ω) = δvH,mic(r, ω) + δvxc,mic(r, ω). (7.12)

where we chose the gauge such that all components that represent a macroscopic

field are included in the vector potential since we choose the scalar potential to be

lattice periodic [76]. In the above expression δvH,mic(r, ω) is the microscopic part
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of the Hartree potential and δvxc,mic(r, ω) is the microscopic part of the exchange-

correlation scalar potential. The macroscopic vector potential δAmac(ω) consists of

the external plus the induced vector potential. The latter potential accounts for the

long-range contribution of the Hartree potential of the surface charge as well as the

retarded contribution of the induced transverse current density. We can safely ignore

the microscopic part, because its electric field contribution is already a factor ω2/c2

smaller than that of the microscopic Hartree potential [76,78,79]. The gauge is chosen

such that the external field is incorporated into Amac(ω). Finally, δAxc(r, ω) is the

exchange-correlation vector potential. In practice approximations are required for the

exchange-correlation potentials δvxc(r, ω) and δAxc(r, ω).

In the next section we will discuss the expression that Vignale and Kohn derived

for δAxc(r, ω). In this derivation they chose the gauge such that δvxc(r, ω) vanishes

for all frequencies ω. It turns out that a part of their final expression for δAxc(r, ω)

is equal to the gradient of the ALDA exchange-correlation scalar potential. This part

can then be gauge transformed into δvxc,mic(r, ω).

7.2.2 The Vignale-Kohn Functional

The general expression for the exchange-correlation vector potential to first order is

δAxc(r, ω) =

∫

dr′fxc(r, r
′, ω) · δj(r′, ω), (7.13)

which defines the tensor kernel fxc(r, r
′, ω). Vignale and Kohn derived an approxima-

tion for this exchange-correlation kernel [12, 13]. For this they studied a periodically

modulated electron gas with wave vector q, i.e.,

ρ0(r) = ρ[1 + 2γ cos(q · r)], (7.14)

where ρ is the density of the homogeneous electron gas and γ ≪ 1, and performed an

expansion of the exchange-correlation kernel

fxc(k + mq,k, ω) =
1

V

∫

dr

∫

dr′ fxc(r, r
′, ω)e−i(k+mq)·reik·r′ , (7.15)

to second order in k and q and to first order in γ. In Eq. (7.15) V is the volume of

the system and m is an integer for which to first order in γ only the values for |m| ≤ 1

are needed. This expansion was shown to be analytic for small k and q and to be

valid under the constraints k, q ≪ kF , ω/vF , where kF and vF are the local Fermi

momentum and the Fermi velocity, respectively. The coefficients in this expansion

are completely determined in terms of the density ρ and the coefficients fh
xcL(ρ, ω)

and fh
xcT (ρ, ω) of the exchange-correlation kernel of the homogeneous electron gas by
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the Onsager symmetry relation, the zero-force and zero-torque theorems and a Ward

identity [12, 13]. The VK expression for δAxc(r, ω) is then obtained from

δAxc(r, ω) =
∑

m=0,±1

∫

dk

(2π)3
fxc(k + mq,k, ω)ei(k+mq)·rδj(k, ω), (7.16)

by inserting the expansion for fxc in Eq. (7.16) and using Eq. (7.14). Since this

expression contains first- and second-order powers of k we obtain first- and second-

order derivatives of the current density in real space. Similarly first- and second-order

powers of q lead to first- and second-order derivatives of ρ0(r) in real space. From

analysis of Eq. (7.16) and as a consequence of a Ward identity ρ can be replaced

by ρ0(r) in the coefficients fh
xcL(ρ, ω) and fh

xcT (ρ, ω). This will only affect terms of

order γ2 which were already neglected in the derivation. By doing this we obtain a

functional we can apply to general systems, although if applied to systems with large

density variations we may go outside the range of validity of the VK derivation. It

was shown by Vignale, Ullrich and Conti that the VK expression for δAxc(r, ω) could

be written in the form of a viscoelastic field [46, 49]

iωδAxc,i(r, ω) = ∂iδv
ALDA
xc (r, ω) − 1

ρ0(r)

∑

j

∂jσxc,ij(r, ω), (7.17)

where vALDA
xc (r, ω) is the ALDA exchange-correlation scalar potential and σxc(r, ω)

is a tensor field which has the structure of a symmetric viscoelastic stress tensor,

σxc,ij = η̃xc

(

∂jui + ∂iuj −
2

3
δij

∑

k

∂kuk

)

+ ζ̃δij

∑

k

∂kuk, (7.18)

in which the velocity field u(r, ω) is given by

u(r, ω) =
δj(r, ω)

ρ0(r)
. (7.19)

The coefficients η̃xc(r, ω) and ζ̃xc(r, ω) are determined by the transverse and lon-

gitudinal response coefficients fh
xcT (ρ0(r), ω) and fh

xcL(ρ0(r), ω) of the homogeneous

electron gas evaluated at the density ρ0(r),

η̃xc(r, ω) =
i

ω
ρ2
0(r)f

h
xcT (ρ0(r), ω), (7.20)

and

ζ̃xc(r, ω) =
i

ω
ρ2
0(r)

(

fh
xcL(ρ0(r), ω) − 4

3
fh

xcT (ρ0(r), ω) − d2ǫh
xc

dρ2
(ρ0(r))

)

, (7.21)
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where ǫh
xc is the exchange-correlation energy per unit volume of the homogeneous

electron gas. The quantities η̃xc(r, ω) and ζ̃xc(r, ω) can be interpreted as viscoelastic

coefficients [46,49]. The parameter ζ̃xc(r, ω) contains a factor for which one can prove

the exact relation [46, 49]

lim
ω→0

(

fh
xcL(ρ0(r), ω) − 4

3
fh

xcT (ρ0(r), ω) − d2ǫh
xc

dρ2
(ρ0(r))

)

= 0. (7.22)

However, as mentioned before the expression in Eq. (7.17) is valid only under the

constraints k, q ≪ kF , ω/vF . From Eq. (7.14) we see that the constraint q ≪ kF , ω/vF

implies in real space that

|∇ρ0(r)|
ρ0(r)

. 2γq ≪ kF , ω/vF . (7.23)

To obtain an expression for the constraint k ≪ kF , ω/vF in real space we start from

the expression of the current density for the homogeneous electron gas,

δj(r, ω) =

∫

dr′χjj(r − r′, ω) · δA(r′, ω). (7.24)

It is convenient to do a Fourier transformation with respect to (r − r′). We obtain

δj(r, ω) =

∫

dk

(2π)3
eik·rχjj(k, ω) · δA(k, ω), (7.25)

where the Fourier transform and its inverse are given by

f(k) =

∫

dre−ik·rf(r) (7.26)

f(r) =

∫

dk

(2π)3
eik·rf(k). (7.27)

We can define the longitudinal and transverse parts of χjj(k, ω) denoted by χL(k, ω)

and χT (k, ω), respectively, according to

χjj,mn(k, ω) = χL(k, ω)
kmkn

k2
+ χT (k, ω)

(

δmn − kmkn

k2

)

. (7.28)

It then follows that we have the following expressions,

∇ · δj(r, ω) =

∫

dk

(2π)3
ieik·rχL(k, ω)k · δA(k, ω) (7.29)

∇× δj(r, ω) =

∫

dk

(2π)3
ieik·rχT (k, ω)k × δA(k, ω). (7.30)
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We now consider a vector potential that is consistent with the slowly varying external

perturbation considered in the derivation of the VK functional, i.e., δA(k, ω) = δ(k−
k0)(AL(k, ω)+AT (k, ω)) with |k0| ≪ kF , ω/vF and AL,T (k, ω) the longitudinal and

transverse part of the vector potential, respectively. We then obtain

|∇ · δj(r, ω)| =
1

(2π)3
|k0||δjL(r, ω)| < |k0||δj(r, ω)| (7.31)

|∇ × δj(r, ω)| =
1

(2π)3
|k0||δjT (r, ω)| < |k0||δj(r, ω)|, (7.32)

where jL,T (k, ω) are the longitudinal and transverse parts of the current density,

respectively. We thus see that the condition k ≪ kF , ω/vF implies that

|∇ · δj(r, ω)|
|δj(r, ω)| ≪ kF , ω/vF (7.33)

|∇ × δj(r, ω)|
|δj(r, ω)| ≪ kF , ω/vF . (7.34)

Therefore, Eq. (7.33) is a measure for the degree in which the longitudinal part of the

current density satisfies the constraint kL ≪ kF , ω/vF and Eq. (7.34) is a measure for

the degree in which the transverse part of the current density satisfies the constraint

kT ≪ kF , ω/vF , where kL,T are the lengths of the longitudinal and transverse parts

of k, respectively.

7.2.3 Limiting behavior of fh
xcL,T

In the VK functional enter the longitudinal and transverse response kernels of the

homogeneous electron gas fh
xcL,T (ω). These are obtained from fh

xcL,T (k, ω) in the

limit k → 0. Let us now evaluate these kernels in the limit ω → 0. From a viscoelastic

analysis by Conti and Vignale [49] we know that we have the following relations in

that limit,

lim
ω→0

lim
k→0

fh
xcL(k, ω) =

1

ρ2

(

Kxc +
4

3
µxc

)

(7.35)

=
d2ǫh

xc(ρ)

dρ2
+

4

3

µxc

ρ2
(7.36)

lim
ω→0

lim
k→0

fh
xcT (k, ω) =

µxc

ρ2
, (7.37)

where Kxc and µxc are the exchange-correlation parts of the bulk modulus and shear

modulus, respectively. The order of limits in Eqs. (7.35) and (7.37) guarantees that

the evaluation of fh
xcL,T (k, ω) in (k = 0, ω = 0) is in the region above the particle-

hole continuum. We see that if the limit k → 0 is taken before the limit ω → 0
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there remains a finite contribution from fh
xcL(k, ω) as well as fh

xcT (k, ω). The order

in which the limits are taken in Eqs. (7.35) and (7.37) is important, because taking

the reverse order of limits leads to the following expressions

lim
k→0

lim
ω→0

fh
xcL(k, ω) =

d2ǫh
xc(ρ)

dρ2
(7.38)

lim
k→0

lim
ω→0

fh
xcT (k, ω) = lim

k→0
lim
ω→0

ω2

k2

(

1

χT,s(k, ω)
− 1

χT (k, ω)

)

= 0. (7.39)

The first expression is obtained from the compressibility sum rule [53]. The second

expression vanishes because in the limit ω → 0 both χT,s(k, ω) and χT (k, ω) have

finite values. That χT,s(k, ω) has a finite value in the limit ω → 0 follows from

evaluation of the Lindhard function in that limit. Furthermore, we know from the

Landau theory that [10]

lim
k→0

χT (k, ω = 0) = −ρ, (7.40)

from which it is clear that χT (k, ω) is finite in the limit ω → 0. The order of limits in

Eqs. (7.38) and (7.39) guarantees that the evaluation of fh
xcL,T (k, ω) in (k = 0, ω = 0)

is within the particle-hole continuum. From a comparison of Eqs. (7.36) and (7.37)

and Eqs. (7.38) and (7.39) we see that in the limit (k, ω) → (0, 0) the exchange-

correlation kernels fh
xcL,T (k, ω) have a discontinuity that is proportional to µxc. Al-

though the precise value of µxc is unknown, it is much smaller than Kxc. However,

it turns out that it has a big influence on the optical spectra of one-dimensional

and three-dimensional polyacetylene calculated with the VK functional [93]. In fact,

surprisingly, the influence on the optical spectra of the terms in the VK functional

involving the transverse kernel fh
xcT (ω) is much bigger than the terms involving the

longitudinal kernel fxcL(ω). These terms are responsible for a large shift of the peak

that appears in the optical spectra of 1D- and 3D-polyacetylene to higher frequency

with respect to the peak in the ALDA spectra. Furthermore, they cause a large re-

duction of the height of this peak. However, if one makes the approximation µxc = 0

which effectively is the same as using Eqs. (7.38) and (7.39) instead of Eqs. (7.36) and

(7.37) we obtain results close to the results obtained within the ALDA. The reason

is that within this approximation the VK functional reduces to the ALDA in the

limit ω → 0 as can be seen from Eqs. (7.17)-(7.22) and the values of fh
xcL,T (ω) do

not change much from their value at ω = 0 for ω ≪ ωpl where ωpl is the plasmon

frequency. This is typically the frequency range that we are interested in. From the

above considerations it seems that the VK functional gives too much weight to the

transverse kernel fxcT (ω) when it is applied to the calculation of the optical spectra of

systems with inhomogeneous ground-state densities. Furthermore, since the optical

spectrum of a system is closely related to its particle-hole continuum and in view
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of the discontinuity of fh
xcL,T (k, ω) in (0, 0) it is desirable to employ a functional in

which the kernels fh
xcL,T (k, ω) are evaluated in the particle-hole continuum instead of

in the region above the particle-hole continuum. However, one should consider a finite

k throughout the derivation of such a functional since taking the limit k → 0 at any

stage in the derivation has the consequence that fh
xcL,T (k, ω) have to be evaluated in

the region above the particle-hole continuum. The exception to the above statement

is when the limit ω → 0 is taken before the limit k → 0 as is effectively done to obtain

the ALDA for example.

7.2.4 Parametrizations for fh
xcL,T

In previous chapters we discussed extensively the parametrizations that are available

for fh
xcL,T (ρ0(r), ω). Here we will give a brief summary. Gross and Kohn (GK)

obtained exact properties of fh
xcL(k = 0, ω) ≡ fh

xcL(ω) in the low- and high-frequency

limits [45, 52]. Furthermore, they introduced an interpolation formula for Imfh
xcL(ω)

which reduces to the exact high-frequency limit for ω → ∞ obtained from second-

order perturbative expansions by Glick and Long [56] and vanishes linearly in the limit

ω → 0. The real part of fh
xcL(ω) can subsequently be obtained from the Kramers-

Krönig dispersion relations. However, in deriving this interpolation formula they

implicitly made the assumption

lim
ω→0

lim
k→0

fh
xcL(k, ω) = lim

k→0
lim
ω→0

fh
xcL(k, ω) =

d2ǫh
xc(ρ)

dρ2
, (7.41)

which from the previous section we know to be wrong. A different approach to obtain

fh
xcL(ω) as well as fh

xcT (ω) was given by Conti, Nifos̀ı, and Tosi (CNT) [14]. They cal-

culated Imfh
xcL,T (ω) by direct evaluation of the imaginary parts of the current-current

response functions, ImχL,T (k, ω). CNT used an exact expression for ImχL,T (k, ω) in

terms of four-point response functions which were subsequently approximated by de-

coupling them into products of two-point response functions. In order to include

the effect of plasmons the two-point response functions were then taken to be the

RPA response functions. This decoupling scheme only keeps direct contributions and

neglects exchange processes. To account for the latter processes CNT introduced a

phenomenological factor which reduces the total two-pair spectral weight by a factor

of 2 in the high-frequency limit. In the low-frequency limit the factor is close to unity

for metallic densities, thereby largely neglecting exchange processes. A distinct fea-

ture of the CNT result is a pronounced peak at ω = 2ωpl in Imfh
xcL,T (ω), where ωpl is

the plasmon frequency. The high-frequency behavior of Imfh
xcL(ω) obtained by CNT

coincides with the result of Glick and Long [56], and the high-frequency behavior of

Imfh
xcT (ω) given by CNT is new. Furthermore, CNT introduced parametrizations for
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Imfh
xcL,T (ω) that reproduce their numerical results. The real parts can again be ob-

tained from the Kramers-Krönig dispersion relations where the high-frequency limits

of fh
xcL,T (ω) were obtained from third-frequency-moment sum rules [49, 52, 53]. Like

GK, CNT made the approximation (7.41) because they preferred to enforce continu-

ity in the limit (k, ω) → (0, 0) since they expect the discontinuity in this limit to be

small and since the exact value of this discontinuity is unknown.

Qian and Vignale (QV) [15] combined the methods of GK and CNT. They obtained

an analytic result for the slope of Imfh
xcT (ω) at ω = 0 by evaluating ImχL,T (k, ω)

within perturbation theory in a similar way as CNT. The direct contributions were

treated the same, but QV also included their exchange counterparts in the evaluation.

They adopted the interpolation scheme of GK for Imfh
xcT (ω) in which they need one

more parameter to satisfy the new constraint on the slope of Imfh
xcL,T (ω) at ω = 0.

This extra parameter in their scheme is the width of a Gaussian peak around ω = 2ωpl

that accounts for the two-plasmon contributions found by CNT. The coefficients in

their interpolation formula are now determined by their analytic result for the slope

at ω = 0 and the correct low-frequency limits, Eqs. (7.36) and (7.37), as well as the

correct high-frequency behavior. The values for µxc were obtained from the Landau

parameters calculated by Yasuhara and Ousaka [57] for some values of of the Wigner-

Seitz radius rs (4πr3
s/3 = 1/ρ). Their model shows a peak around ω = 2ωpl that is

less pronounced than CNT’s.

Since the CNT parametrization for fh
xcL,T (ω) is based on the approximation given

in Eq. (7.41) the VK functional with this parametrization reduces to the ALDA in

the limit ω → 0. The static limit of the VK functional with the QV parametrization

for fh
xcL,T (ω), is not equal to the ALDA since in this parametrization fh

xcT (ω =

0) is nonzero. The approximation in Eq. (7.41) can easily be included in the QV

interpolation formula as it effectively amounts to the approximation µxc = 0. We will

denote this approximated form of the QV parametrization for fh
xcL,T (ω) by QVA.

7.3 Computational Details

The implementation was done in the ADF-BAND program [76, 81–83] and we per-

formed our calculations with this modified version. We made use of Slater-type or-

bitals (STO) in combination with frozen cores and a hybrid valence basis set consisting

of the numerical solutions of a free-atom Herman-Skillman program [84] that solves

the radial Kohn-Sham equations. The spatial resolution of this basis is equivalent to

a STO triple-zeta basis set augmented with two polarization functions. This valence

basis set was made orthogonal to the core states. The Herman-Skillman program

also provides us with the free-atom effective potential. The Hartree potential was
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evaluated using an auxiliary basis set of STO functions to fit the deformation density

in the ground-state calculation and the induced density in the response calculation.

We used the VK functional to calculate the dielectric function of silicon. We used

Eqs. (7.1) and (7.2) to obtain χe(ω) from which the macroscopic dielectric function

can directly be obtained through ǫ(ω) = 1 + 4πχe(ω). For the evaluation of the k-

space integrals we used a numerical integration scheme with 369 symmetry-unique

sample points in the irreducible wedge of the Brillouin zone which was constructed

by adopting a Lehmann-Taut tetrahedron scheme [85]. We checked the convergence

with respect to the number of conduction bands used and found that ten conduction

bands are sufficient. This number was used in all our calculations. We made use

of the Vosko-Wilk-Nusair parametrization [55] of the LDA exchange-correlation po-

tential which was also used to construct the ALDA exchange-correlation kernel. As

mentioned above the values of fh
xcL,T (ρ, ω) were obtained from the parametrizations

given in Refs. [14, 15] denoted by CNT and QV, respectively. However, fh
xcL,T (ρ, 0)

are known only at specific values of the Wigner-Seitz radius rs. We used a cubic spline

interpolation to obtain values of fh
xcL,T (ρ, 0) at arbitrary rs in which the behavior for

small rs was taken to be quadratic similar to exchange-only behavior.

7.4 Results

As a typical example for the optical spectra obtained with TDCDFT using the VK

functional we report the imaginary part of dielectric function of silicon in Fig. 7.1. We

also performed calculations on several other semiconductors and insulators, namely

GaAs, GaP, and diamond and found qualitatively similar results. The various results

correspond to different approximations of fh
xcL,T (ρ, ω) that enter the VK expression

for δAxc(r, ω). We compare our results obtained with the VK functional with our

ALDA results, and with results obtained from experiment [109]. In order to facilitate

comparison we have used a scissors operator in our calculations to coincide the calcu-

lated optical gap with that found in experiment. The scissors operator shifts upwards

the energies of the unoccupied Kohn-Sham orbitals and changes the matrix elements

of the current operator. The spectra obtained with the QV interpolation formula for

fh
xcL,T (ρ, ω) collapse. The spectra obtained with the CNT and QVA parametriza-

tions, however, are close to the ALDA spectrum. They even show some improvement

over the ALDA spectrum because the height of the second peak is better reproduced.

As mentioned before the CNT and QVA spectra are close to the ALDA spectrum

because the VK functional with the CNT or QVA parametrization for fh
xcL,T (ρ, ω)

reduces to the ALDA in the limit ω → 0 and the fact that the values of fh
xcL,T (ω) in

these parametrizations do not change much from their value at ω = 0 for ω ≪ ωpl
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Figure 7.1: The imaginary part of the dielectric function of silicon. Dashed curve:

ALDA; Dot-dashed curve: CNT; Double dot-dashed curve: QV; Continuous curve:

QVA; Dotted curve: Experimental results from Ref. [109];. The meanings of the

abbrevations are explained in the text.

where ωpl is the plasmon frequency. From a comparison between the QV and QVA

spectra we can conclude that the transverse kernel fh
xcT (ρ, ω) has a large unwanted

effect on the shape of the spectrum. Since fh
xcT (ρ, ω) is much smaller than fh

xcL(ρ, ω)

for ω ≪ ωpl but has a much larger effect on the shape of the spectra, fh
xcT (ρ, ω) must

couple with terms in the VK functional that are large. Therefore, it is the combina-

tion of nonzero values for fh
xcT (ρ, ω = 0) and the fact that this transverse part of the

exchange-correlation kernel of the homogeneous electron gas couples with large terms

that causes the optical spectra to collapse.

Finally, to give an impression of the degree that the constraints given in (7.23) -

(7.34) are violated when the Vignale-Kohn functional is applied to the calculation of

optical absorption spectra of real systems we show in Fig. 7.2 the results we obtain

for silicon at ω = 3 eV using the QV parametrization. Note the logarithmic scale

that is used. The results do not depend much on the frequency for ω ≪ ωpl nor on

the parametrization used. We can roughly make the following conclusions based on
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Figure 7.2: Test of the constraints (7.23)-(7.34) at ω = 3 eV for silicon. Top line in
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Fig. 7.2,

|∇ρ0(r)|
ρ0(r)

≃ |∇ × δj(r, ω)|
|δj(r, ω))| & kF ≫ ω

vF
(7.42)

kF ≫ |∇ · δj(r, ω))|
|δj(r, ω))| &

ω

vF
(7.43)

We observe that all the constraints except one are violated and in particular the

constraints k, q ≪ ω/vF . From these considerations it is therefore not surprising that
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the results we obtain for the optical spectra of silicon and other materials are not in

agreement with experiment.

7.5 Conclusions

In this chapter we applied the Vignale-Kohn current functional to the calculation of

the optical spectra of semiconductors. We discussed our results for silicon which

is a typical case. We showed that the optical spectrum collapses if we use the

QV parametrization for the longitudinal and transverse exchange-correlation kernels

fxcL,T (ω) = limk→0 fxcL,T (k, ω). We discussed possible reasons for this failure. We

showed that the constraints on the degree of nonuniformity of the ground-state den-

sity, i.e., q ≪ kF , ω/vF , and on the degree of the spatial variation of the external

potential, i.e., k ≪ kF , ω/vF , under which the Vignale-Kohn functional was derived

are almost all violated. Furthermore, since the Vignale-Kohn functional was derived

for a weakly inhomogeneous electron gas in the region above the particle-hole con-

tinuum we argued that it is not suited to use in the calculation of optical spectra

which are closely related to the particle-hole continuum especially because the longi-

tudinal and transverse exchange-correlation kernels fxcL,T (k, ω) have a discontinuity

in (k = 0, ω = 0). We showed that the optical spectrum is close to that obtained

within the ALDA if we use the CNT or QVA parametrizations for fxcL,T (ω) that

use the approximation µxc = 0 which effectively is the same as the approximation

that fxcL,T (k, ω) is continuous in (k = 0, ω = 0). This is a consequence of the fact

that in this approximation the Vignale-Kohn functional reduces to the ALDA in the

limit ω → 0 and the values of the coefficients fxcL,T (ω) are close to fxcL,T (ω = 0) for

ω ≪ ωpl and should not be explained as if the CNT and QVA parametrizations are

more accurate than the QV parametrization. The constraints k, q ≪ kF , ω/vF are as

much violated for the CNT and QVA parametrizations as for the QV parametrization.



Chapter 8

Performance of the

Vignale-Kohn Functional in

the Linear Response of Metals

Recently the linear response of metallic solids has been formulated within the time-

dependent current-density-functional approach [110]. The implementation, which

originally used only the adiabatic local density approximation for the exchange-

correlation kernel is extended in order to include also the Vignale-Kohn current

functional. Within this approximation the exchange-correlation kernel fxc(r, r
′, ω)

is ω dependent, thus relaxation effects due to electron-electron scattering can now be

taken into account and some deficiencies of the ALDA, as the absence of the low-

frequency Drude-like tail in absorption spectra, can be cured. We strictly follow the

formulation given in chapter 5 of the linear response of semiconductors by using the

Vignale-Kohn functional [113]. The self-consistent equations for the inter- and intra-

band contributions to the induced density and induced current density, which in the

long-wavelength limit are completely decoupled within the ALDA, now become cou-

pled. We present our results calculated for the optical properties of the noble metals

Cu, Ag, and Au and we compare them with measurements found in literature. In

the case of Au we treat the dominant scalar relativistic effects using the zeroth-order

regular approximation in the ground-state density-functional-theory calculations, as

well as in the time-dependent response calculations.
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8.1 Introduction

Recently the time-dependent current-density-functional theory (TDCDFT) formula-

tion has been extended for the response of non-metallic crystals [76,77] to treat met-

als [110]. In these systems one should not only consider the interband contribution to

the response, involving transitions from (partially) occupied to (partially) unoccupied

bands as in non-metals, but also the intraband contribution due to transitions within

the same band, more specifically, from just below the Fermi level to just above this

level. The latter processes are responsible for the collective plasmon response typical

for simple metallic systems [10]. We considered the linear response of the system to a

general perturbation with wave vector g and frequency ω. We found that inter- and

intraband processes behave differently for small g and that the self-consistent-field

equations for the inter- and intraband contributions to the response decouple in the

optical limit (vanishing g but finite ω) when we make use of the adiabatic local den-

sity approximation (ALDA). In this approximation the exchange-correlation scalar

potential vxc(r, t) is just a local functional of the density. Within the ALDA this

method yields good results for the dielectric and the electron energy loss functions

of several transition metals. However the adiabatic approximation fails in describ-

ing the low-frequency Drude-like absorption, which is missing in all the calculated

absorption spectra. This absorption is due to relaxation processes such as electron-

electron and electron-phonon scattering. The description of the electron-phonon in-

teraction requires the use of a multicomponent density-functional approach [111,112].

The electron-electron scattering can be described within our method by using more

advanced exchange-correlation functionals where a frequency-dependent exchange-

correlation kernel fxc(r, r
′, ω) is used.

In this chapter we go beyond the ALDA and we employ an exchange-correlation

vector potential, Axc(r, t), which we approximate as a local functional of the current

density using the expression derived by Vignale and Kohn [12,13]. The evaluation of

the VK expression requires knowledge of some properties of the homogeneous electron

gas, i.e., the exchange correlation energy ǫh
xc(ρ) and the longitudinal and transverse

exchange-correlation kernels, fh
xcL(ρ, ω) and fh

xcT (ρ, ω), respectively, where ρ is the

electron density of the electron gas. Knowledge of the first is already required in the

ALDA and can be obtained from the accurate results of Monte Carlo calculations [55,

69]. The exchange-correlation kernels, on the other hand, are not known accurately.

There are two works in which parametrizations are given for both fh
xcL(ρ, ω) and

fh
xcT (ρ, ω). One is by Conti, Nifos̀ı and Tosi (CNT) [14] and the other is by Qian

and Vignale (QV) [15]. An important difference between the parametrizations of

CNT and QV occurs in the ω → 0 limit of fh
xcT (ρ, ω). Whereas fh

xcT (ρ, ω) of CNT
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vanishes in that limit, the QV parametrization does not, i.e., it has a small but

finite value. The fact that fh
xcT (ρ, ω) vanishes in the ω → 0 limit in the case of

the CNT parametrization has the important consequence that the VK expression for

δAxc(r, ω) reduces to that of the ALDA in that limit. The value of fh
xcT (ρ, ω = 0) is

related to µxc, the exchange-correlation part of the shear modulus, a quantity that is

known only approximately. In previous chapters we showed that it is this difference

in behavior of the two parametrizations in the zero-frequency limit that leads to

very different absorption spectra of infinite polymer chains and bulk semiconductors

[93,113]. Whereas spectra obtained with the CNT parametrization are relatively close

to spectra obtained within the ALDA, spectra obtained with the QV parametrization

are very different from the ALDA results and from the experiments. Since QV give an

expression for their parametrization in which fh
xcL,T (ρ, 0) enter, their parametrization

can easily be adapted for the case fh
xcT (ρ, 0) = 0. With the resulting parametrization

we obtained absorption spectra for silicon that are again close to the spectra obtained

with the CNT parametrization and those obtained within the ALDA [93,113]. In view

of the obtained results mentioned above and the fact that we are mainly interested

in the frequency dependence of the VK functional in order to describe relaxation

effects due to electron-electron scattering we choose to enforce continuity with the

ALDA in the limit ω → 0 by setting fh
xcT (ρ, 0) = 0 also in the QV parametrization.

Furthermore, we will show that only in the case that fh
xcT (ρ, 0) = 0 the VK functional

leads to optical spectra with the correct ω dependence in the limit of ω → 0. The

outline of this chapter is as follows. In section 8.2 we start by giving a description

of the theory we use. We first give an outline of TDCDFT and its application in the

linear response regime. Then we introduce the self-consistent set of equations which

describe the linear response of metallic crystals. Furthermore, we introduce the VK

functional and discuss the parametrizations of the exchange-correlation kernels of the

homogeneous electron gas fh
xcL,T (ρ, ω) that enter the VK functional. At the end of

the section we give the main equations we use to treat the dominant scalar relativistic

effects within the zeroth order regular approximation (ZORA). We will use the ZORA

to describe the scalar relativistic effects in Au. We report the main aspects of the

implementation in section 8.3. In section 8.4 we show our results for the dielectric and

electron energy loss functions of the crystals of Cu, Ag, and Au, and we compare them

with the best available experimental data [114–120]. Finally, we give our conclusions

in section 8.5.
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8.2 Theory

8.2.1 Time-Dependent Current-Density-Functional Theory

It was shown by Runge and Gross [3] that, for a given initial state, there is a one-to-one

correspondence between the time-dependent density ρ(r, t) and the time-dependent

external scalar potential v(r, t) up to a purely time-dependent function c(t). Ghosh

and Dhara [4, 5] extended the Runge-Gross proof to systems subjected to general

time-dependent electromagnetic fields by proving that, for a given initial state, there

exists a one-to-one correspondence up to a gauge transformation between the time-

dependent current density and the set of potentials {v(r, t),A(r, t)}, in which A(r, t)

is the time-dependent external vector potential (see also Refs. [6, 37]). Ghosh and

Dhara further provide a practical scheme for calculating time-dependent densities

and current densities. Here an interacting many-particle system in an external elec-

tromagnetic field is replaced by an auxiliary non-interacting many-particle system in

an effective field desribed by the set of Kohn-Sham potentials {vs(r, t),As(r, t)} [2].

This set of potentials has the property that, for a given initial state, it produces the

exact time-dependent current density and the exact time-dependent density. If the

initial state is the ground state, it is already determined by the ground-state density

on the basis of the Hohenberg-Kohn theorem [1]. This time-dependent Kohn-Sham

theory was later strengthened by a generalization of the Runge-Gross theorem by

Vignale who showed that under some assumptions such a set of potentials indeed

exists and is unique [6]. In the Kohn-Sham scheme the time-dependent single-particle

wave functions are solutions of the following equation,

i
∂

∂t
φn(r, t) =

(

1

2
[p̂ + As(r, t)]

2
+ vs(r, t)

)

φn(r, t). (8.1)

Given the initial state, the time-dependent potentials vs(r, t) and As(r, t) produce

the exact time-dependent density and current density,

ρ(r, t) =
∑

n

fnφ∗
n(r, t)φn(r, t), (8.2)

j(r, t) =
∑

n

fnRe[−iφ∗
n(r, t)∇φn(r, t)] + ρ(r, t)As(r, t) (8.3)

where fn are the occupation numbers given by the Fermi-Dirac distribution function

at zero temperature, i.e., fn = f(ǫn) = 2 for ǫn ≤ ǫF and 0 otherwise, with ǫn

the ground-state orbital energies and ǫF the Fermi energy. Here we assumed that our

initial state is nondegenerate and is described by a single Slater determinant. The first

and second terms on the right-hand side of Eq. (8.3) correspond to the paramagnetic
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and diamagnetic current, respectively. Both the density and the current density are

gauge invariant.

In this chapter we treat the dynamic linear response of a metallic solid to a macro-

scopic field within TDCDFT. A time-dependent electric field Eext(r, t) applied to a

solid at a time t = t0 will induce a macroscopic polarization Pmac(r, t), which can be

obtained from the induced current density by

Pmac(r, t) =
−1

V

∫ t

t0

∫

V

δj(r′, t′)dr′dt′. (8.4)

This polarization is proportional to the macroscopic field Emac(r, t), comprising both

the external and the average induced field within the solid,

Pmac(r, t) =

∫ t

t0

χe(t − t′) · Emac(r
′, t)′dt′. (8.5)

Here the constant of proportionality χe(t−t′) is the electric susceptibity, which, unlike

Pmac(r, t) and Emac(r, t), is a bulk property of the system since it is independent of

its shape and size.

8.2.2 Linear Response

The first-order perturbation of the ground state is governed by the perturbation

Hamiltonian δĤs containing all terms linear in the field,

δĤs(r, t) =
1

2
[p̂ · δAs(r, t) + δAs(r, t) · p̂] + δvs(r, t), (8.6)

where p̂ = −i∇ is the momentum operator. We choose the gauge to be the micro-

scopic Coulomb gauge of Kootstra et al. [76] in which the Kohn-Sham scalar and

vector potentials are given by,

δvs(r, t) = δvH,mic(r, t) + δvxc,mic(r, t), (8.7)

δAs(r, t) = δAmac(r, t) + δAxc(r, t). (8.8)

Here δvH,mic(r, t) is the microscopic part of the Hartree potential and δvxc,mic(r, t)

is the microscopic part of the exchange-correlation potential. The term δAmac(r, t)

denotes the macroscopic vector potential,

δAmac(r, t) = δAext(r, t) + δAind(r, t), (8.9)

where δAext(r, t) is the external vector potential and δAind(r, t) is the induced macro-

scopic vector potential. The latter potential accounts for the long-range contribution
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of the Hartree potential of the surface charge as well as the retarded contribution

of the induced transverse current density. We can neglect the microscopic part of

the vector potential which is consistent with the Breit approximation used in the

ground-state calculation [76,78,79]. We choose the field Emac(r, t) to be fixed and its

relation to δAmac(r, t) is given by ∂tδAmac(r, t) = −Emac(r, t). We leave the relation

between Emac(r, t) and Eext(t) unspecified as this depends on the sample size and

shape and requires knowledge of χe. Finally, δAxc(r, t) is the exchange-correlation

vector potential. In practice approximations are required for the exchange-correlation

potentials δvxc(r, t) and δAxc(r, t).

In a recent work [110] δvALDA
xc (r, t) was used for the exchange-correlation scalar

potential and the exchange-correlation vector potential was neglected. In this case

the Kohn-Sham vector potential is completely determined by the macroscopic electric

field which is kept fixed. We then only need to solve the equation for the induced

density self consistently, and afterwards the induced current density can be calculated.

Approximations beyond the ALDA imply a self-consistent solution of the equations

for both the induced density and induced current density, which will be coupled.

To study the linear response properties of systems, which are initially in the ground

state and perturbed by a time-dependent electromagnetic field, it is convenient to

work in the frequency domain. To do this we use a Fourier transformation defined by

δÃs(r, ω) =

∫

δAs(r, t)e
iωtdω. (8.10)

For notational convenience we will drop the tilde on δÃ(r, ω) in the following and

assume that it is clear from the frequency dependence that we are dealing with a

different quantity. We consider a general perturbation characterized by the wave

vector g and frequency ω according to

δAs(r, ω) = eig·rδAg,s(r, ω), (8.11)

where δAg,s(r, ω) is lattice periodic, i.e.,

δAg,s(r, ω) = δAg,s(r + R, ω), (8.12)

with R a Bravais lattice vector. We choose the perturbation to be real and therefore

we have

δAg,s(r, ω) = δA∗
−g,s(r,−ω), (8.13)

We have similar expressions for the scalar potential.

We are interested in the linear response of the system for vanishing g but finite ω,

which is the regime describing optical properties. An essential point of our formulation
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is that inter- and intraband processes behave differently for small g. It can be shown

that within the linear response regime the induced density and induced current density

can be written as [110]

δρ(r, ω) = eig·rδρg(r, ω) (8.14)

δj(r, ω) = eig·rδjg(r, ω), (8.15)

where δρg(r, ω) and δjg(r, ω) are lattice periodic. In order to show that inter- and

intraband processes behave differently for small g we split δρg(r, ω) and δjg(r, ω) into

their contributions from inter- and intraband processes and evaluate these contribu-

tions separately. We therefore write

δρg(r, ω) = δρinter
g (r, ω) + δρintra

g (r, ω) (8.16)

δjg(r, ω) = δjinter
g (r, ω) + δjintra

g (r, ω). (8.17)

For finite g the lattice periodic density δρg(r, ω) and lattice periodic current density

δjg(r, ω) can be written in terms of the lattice periodic potentials and Kohn-Sham

response functions. We give these expressions in the following concise form,

(

δρinter
g

iδjinter
g /ω

)

=

(

χinter
ρρ,g −iχinter

ρjp,g/ω

iχinter
jpρ,g/ω ∆χinter

jpjp,g/ω2

)

·
(

δvg,s

iωδAg,s

)

, (8.18)

for the interband contributions, and

iω

(

ω/g δρintra
g

δjintra
g

)

=

(

ω2/g2 χintra
ρρ,g ω/g χintra

ρjp,g

ω/g χintra
jpρ,g ∆χintra

jpjp,g

)

·
(

igδvg,s

iωδAg,s

)

, (8.19)

for the intraband part. We note that the matrix vector products in the above expres-

sions include an integration over a real-space coordinate. Furthermore we defined

∆χjpjp,g = χjpjp,g(r, r′, ω) − χjpjp,g(r, r′, ω = 0), (8.20)

where the Kohn-Sham response function χjpjp,g(ω) at ω = 0 enters our expressions

because we have made use of the conductivity sum rule given by

[

χjpjp(r, r′, 0)
]

ij
+ ρ0(r)δijδ(r − r′) = 0, (8.21)

which is convenient in practical applications. However, this means that we neglect the

small Landau diamagnetic contribution for the transverse component of the induced

current density [10]. We note that the terms appearing on the left-hand sides of Eqs.
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(8.18) and (8.19) are all of order 1. The Kohn-Sham response functions that enter

the above expressions are given by

χab,g(r, r′, ω) =
1

Nk
lim

η→0+

∑

k

∑

n,n′

(fnk − fn′k+g)

1 + δn,n′

×
[φ∗

nk(r)ãgφn′k+g(r)] [φ∗
n′k+g(r′)b̃−gφnk(r′)]

ω − (ǫn′k+g − ǫnk) + iη
. (8.22)

in which ãg and b̃g can be either ρ̃g = e−ig·r or j̃p,g = −i(e−ig·r∇ − ∇†e−ig·r)/2,

where the dagger on the nabla operator indicates that it acts on terms to the left

of it. In Eq. (8.22) ǫn are the eigenvalues of the Kohn-Sham orbitals φn of the

unperturbed system. The positive infinitesimal η in Eq. (8.22) ensures the causality

of the response function. The Bloch functions are normalized on the Wigner-Seitz cell

with volume VWS , and the number of k-points in the summation is Nk = VBvK/VWS ,

in which VBvK is the volume of the Born-von Kármán cell. The intraband (interband)

contribution to the response functions is given by the terms with n = n′ (n 6= n′) in

the summation over n and n′. In the intraband case the factor 1/(1 + δn,n′) corrects

for the double counting.

The various interband contributions to the response functions given in Eq. (8.18)

have the following ω dependence [110],

χinter
ρρ,g ∝ 1,

χinter
ρjp,g , χinter

jpρ,g ∝ ω,

∆χinter
jpjp,g ∝ ω2, (8.23)

whereas the intraband response functions given in Eq. (8.19) have the following ω and

g dependence at small g but finite ω [110],

χintra
ρρ,g ∝ g2/ω2,

χintra
ρjp,g , χintra

jpρ,g ∝ g/ω,

∆χintra
jpjp,g ∝ 1, (8.24)

where g = |g|. Therefore the terms that enter the matrices in Eqs. (8.18) and (8.19)

are all of order 1. This means that according to Eq. (8.19) in the limit g → 0 the Kohn-

Sham scalar potential does not contribute to the intraband contribution to the induced

density and current density. Only the Kohn-Sham vector potential contributes to the

intraband contribution to the induced density and current density. Since the Kohn-

Sham vector potential itself depends on the total induced current density, i.e., the

sum of the inter- and intraband contributions, the set of self-consistent equations for



8.2 Theory 171

the inter- and intraband contributions to the density and current density are coupled.

From the induced current density obtained from this self-consistent scheme we can

obtain the electric susceptibility χe from Eqs. (8.4) and (8.5) which within the linear

response regime can be rewritten as

Pmac(ω) =
−i

ωV

∫

V

δj(r, ω)dr, (8.25)

and

Pmac(ω) = χe(ω) ·Emac(ω). (8.26)

8.2.3 The Vignale-Kohn Functional

The general expression for the exchange-correlation vector potential is to first order

δAxc(r, ω) =

∫

fxc(r, r
′, ω) · δj(r′, ω)dr′. (8.27)

This expression defines the tensor kernel fxc(r, r
′, ω). Vignale and Kohn derived an

approximation for δAxc(r, ω) [12, 13] by studying a periodically modulated electron

gas with wave vector q under the influence of an external perturbation with wave

vector k. This expression was proved to be valid if k, q ≪ kF , ω/vF , where kF and vF

are the Fermi momentum and the Fermi velocity respectively. By construction the

VK functional obeys several exact constraints. The VK functional satisfies the zero-

force and zero-torque constraints which state that the exchange-correlation potentials

cannot exert a net force or a net torque on the system. Furthermore, it obeys the re-

quirement of generalized translational invariance which states that a rigid translation

of the current density implies a rigid translation of the exchange-correlation poten-

tials. Finally, it satisfies the Onsager symmetry relation which restricts the form of

exchange-correlation kernel fxc(r, r
′, ω). Vignale, Ullrich and Conti showed that the

complicated VK-expression for δAxc(r, ω) could be written in the following physically

transparent form [46]

iωδAxc,i(r, ω) = ∂iδv
ALDA
xc (r, ω) − 1

ρ0(r)

∑

j

∂jσxc,ij(r, ω), (8.28)

where the first term on the right-hand side is just the linearization of the ALDA

exchange-correlation scalar potential. Using a gauge transform this longitidinal part of

δAxc(r, ω) can be included in the scalar potential. The second term is the divergence

of a tensor field σxc(r, ω) which has the structure of a symmetric viscoelastic stress

tensor,

σxc,ij = η̃xc

(

∂jui + ∂iuj −
2

3
δij

∑

k

∂kuk

)

+ ζ̃δij

∑

k

∂kuk (8.29)
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in which the velocity field u(r, ω) is given by

u(r, ω) =
δj(r, ω)

ρ0(r)
. (8.30)

The coefficients η̃xc(r, ω) and ζ̃xc(r, ω) are determined by the longitudinal and

transverse response coefficients of the homogeneous electron gas evaluated at the

density ρ0(r),

η̃xc(r, ω) =
i

ω
ρ2
0(r)f

h
xcT (ρ0(r), ω), (8.31)

and

ζ̃xc(r, ω) =
i

ω
ρ2
0(r)

(

fh
xcL(ρ0(r), ω) − 4

3
fh

xcT (ρ0(r), ω) − d2ǫh
xc

dρ2
(ρ0(r))

)

, (8.32)

where ǫh
xc(ρ) is the exchange-correlation energy per unit volume of the homogeneous

electron gas. The quantities η̃xc(r, ω) and ζ̃xc(r, ω) can be interpreted as viscoelastic

coefficients [46, 49]. The coefficients fh
xcL,T (ω) are defined by the identity [13, 50]

fh
xcL,T (ω) ≡ lim

k→0
fh

xcL,T (k, ω) (8.33)

Unfortunately the longitudinal and transverse exchange-correlation kernels are not

known accurately. However, they have been extensively studied and some exact fea-

tures are well known [14, 15, 47–49]. In particular Conti and Vignale [49] obtained

the exact results for limω→0 limk→0 fh
xcL,T (q, ω) by comparing the microscopic linear-

response equations with the macroscopic viscoelastic equation of motion. Their eval-

uations led to the following identities for the three-dimensional electron gas,

lim
ω→0

lim
k→0

fh
xcL(k, ω) =

1

ρ2

(

Kxc +
4

3
µxc

)

(8.34)

lim
ω→0

lim
k→0

fh
xcT (k, ω) =

µxc

ρ2
, (8.35)

where Kxc and µxc are the exchange-correlation parts of the bulk and shear modulus,

respectively, which are real quantities. Since Kxc = ρ2(d2ǫh
xc(ρ)/dρ2) we see from

Eqs. (8.34) and (8.35) that the parameter ζ̃xc(r, ω) contains a factor for which one

can prove the exact relation [46, 49]

lim
ω→0

(

fh
xcL(ρ(r), ω) − 4

3
fh

xcT (ρ(r), ω) − d2ǫh
xc

dρ2
(ρ(r))

)

= 0. (8.36)

From the above relations we can determine the behavior of the coefficients η̃xc(r, ω)
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and ζ̃xc(r, ω) in the limit ω → 0 . We obtain

lim
ω→0

−iωζ̃xc(r, ω)

ρ2
0(r)

= 0 (8.37)

lim
ω→0

−iωη̃xc(r, ω)

ρ2
0(r)

= fxcT (ρ0(r), 0). (8.38)

We see that only if µxc = 0 the VK expression (8.28) reduces to the ALDA in the limit

ω → 0, otherwise it does not. The exchange-correlation part of the shear modulus

can be related to the Landau parameters Fl as [49],

µxc =
2ρǫF

5

F2/5 − F1/3

1 + F1/3
. (8.39)

The bulk modulus Kxc = ρ2(d2ǫh
xc(ρ)/dρ2) can be obtained from accurate results of

Monte Carlo calculations [55,69]. The shear modulus µxc, however, is not accurately

known. Values for µxc can be obtained from the calculations performed by Nifos̀ı,

Conti, and Tosi [48] or from Eq. (8.39) using the Landau parameters calculated by

Yasuhara and Ousaka [15, 49, 57]. Even though the results may not be accurate, it

is clear from these calculations that µxc is much smaller than Kxc. Surprisingly,

however, it turns out that µxc has a much bigger influence than Kxc on the optical

spectra of infinite polymer chains and bulk semiconductors leading to a collapse of

these spectra [93, 113]. If we make the approximation µxc = 0 we obtain results

close to the results obtained within the ALDA, since in this approximation the VK

expression, Eq. (8.28), reduces to the ALDA in the limit ω → 0 and the values of

the coefficients fh
xcL,T (ω) are close to fh

xcL,T (0) for ω ≪ ωpl which is the range of

frequencies that were interested in.

Finally, let us briefly discuss the two parametrizations that exist for fh
xcL,T (ω)

and that we will use in this chapter. Conti, Nifos̀ı and Tosi (CNT) [14] calculated

Imfh
xcL,T (ω) directly by means of an approximate decoupling of an exact four-point

response function. CNT then introduced parametrizations for Imfh
xcL,T (ω) that repro-

duce their numerical results. The real part can then be obtained from the Kramers-

Krönig dispersion relations. Their results have the correct behavior in the limit

ω → ∞, the high-frequency limit of fh
xcL(ω) being equal to that obtained by Glick

and Long [56]. The real parts of fh
xcL,T (ω) can be obtained from the Kramers-Krönig

dispersion relations where the high-frequency limits of fh
xcL,T (ω) were obtained from

third-frequency-moment sum rules [45,49,52,53]. However, their results do not reduce

to the exact results in the limit ω → 0 given in Eqs. (8.34) and (8.35) because they

invoke the compressibility sum rule,

lim
k→0

lim
ω→0

fh
xcL(q, ω) =

Kxc

ρ2
, (8.40)
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thereby interchanging the order of the limits with respect to the exact result (8.34).

This is equivalent to the approximation µxc = 0. Because of the uncertainty in the

precise values of µxc, the fact that it is small compared to Kxc and the appeal of a

theory that reduces to the ALDA in the limit ω → 0 CNT prefer to enforce equality

of the order of limits [14]. A distinct feature of the CNT result is a pronounced peak

around ω = 2ωpl in Imfh
xcL,T (ω), where ωpl is the plasmon frequency.

An alternative parametrization was given by Qian and Vignale [15]. First they

obtained an exact result for the slope of the imaginary part of Imfh
xcL,T (ω) at ω = 0.

Then they adopt an interpolation formula first introduced by Gross and Kohn [45] to

model Imfh
xcL,T (ω). To satisfy the constraint on the slope of Imfh

xcL,T (ω) at ω = 0

they need one more parameter. This extra parameter in their scheme is the width of

a Gaussian peak around ω = 2ωpl that accounts for the two-plasmon contributions

found by CNT. The coefficients in their interpolation formula are then chosen such

to reproduce the correct behavior in the limit ω → ∞ as well as the correct behavior

in the limit ω → 0 determined by their result for the slope of Imfh
xcL,T (ω) at ω = 0

and Eqs. (8.34) and (8.35). Their model shows a peak that is less pronounced than

CNT’s. Since QV give an expression for their parametrization in which fh
xcL,T (0)

enter explicitly, their parametrization can easily be adapted for the case fh
xcT (0)=0.

For reasons mentioned in the Introduction we, like CNT, prefer to use a theory that

reduces to the ALDA in the limit ω → 0. This means that we will use the QV

parametrization only with µxc = fh
xcT (0) = 0. We will denote this approximation by

QVA.

8.2.4 Relativistic Corrections

In the case of Au we include scalar relativistic effects in our formulation by using

the zeroth-order regular approximation (ZORA) [121–123] along the same line as

described in Refs. [124–127]. We use the the ground-state ZORA equation,

[

ĝ · K(r)

2
ĝ + vs,0(r)

]

φig(r) = ǫigφig(r), (8.41)

to get the orbitals and the orbital energies needed in Eq. (8.22) to calculate the

response functions. Here vs,0(r) is the self-consistent Kohn-Sham potential of the

ground state and the factor K(r) is given by

K(r) =
2c2

2c2 − vs,0(r)
, (8.42)
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where c is the velocity of light. The time-dependent Hamiltonian including scalar

relativistic effects within the ZORA is given by

ĤZORA(t) = π̂ · K(r)

2
π̂ + vs(r, t), (8.43)

where

π̂ = p̂ + As(r, t). (8.44)

The scalar relativistic induced current density within the ZORA can now be obtained

from the nonrelativistic current density in Eq. (8.15) by the substitution of the aux-

iliary operator j̃p,g with the auxiliary operator

j̃ZORA
p,g =

−i

2
(e−ig·rK(r)∇−∇†K(r)e−ig·r) (8.45)

in the response functions given in Eq. (8.22).

As we will show in the next section, in our implementation we will need the curl

of the induced current density,

δm(r, ω) = ∇× δj(r, ω). (8.46)

In a similar way as for δj we can write

δm(r, ω) = eig·rδmg(r, ω). (8.47)

An expression for δmg(r, ω) can be obtained from Eq. (8.17) by taking the curl on

either side which amounts to the substitution of m̃g = −i(∇†e−ig·r × ∇) for ãg in

the Kohn-Sham response functions given in Eq. (8.22). In the case that we consider

scalar relativistic effects within the ZORA we can do a similar evaluation to obtain

the auxiliary operator m̃ZORA
g . It is given by

m̃ZORA
g = −i(∇†e−ig·rK(r) ×∇)

− i

2

(

e−ig·r[∇K(r)] ×∇ + ∇† × [∇K(r)]e−ig·r) . (8.48)

For the materials discussed in this chapter K(r) ≈ 1 and ∇vs,0(r) ≪ 2c2 everywhere

except close to the nuclei. The term ∇K(r) = K2(r)∇vs,0(r)/(2c2) is thus smaller

than one everywhere, except in a small volume around the nuclei which, however,

has a negligible contribution to the integrals in which it appears. Therefore we will

neglect the second term on the right-hand side of Eq. (8.48).
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8.3 Implementation

As shown in Ref. [93] we can write δAxc(r, ω) as expressed in Eqs. (8.28)-(8.30) in a

more convenient way,

δAxc(r, ω) = − i

ω
∇[δvALDA

xc (r, ω) + δuxc(r, ω)] + δaxc(r, ω) +∇× δbxc(r, ω). (8.49)

where δuxc(r, ω) is a scalar field, δaxc(r, ω) is a polar vector field, δbxc(r, ω) is an

axial vector field. These fields can be written in the following compact matrix vector

product [93]






δuxc

iωδaxc

iωδbxc






=







yρρ yρj 0

yjρ yjj yjm

0 ymj ymm






·







δρ

iδj/ω

iδm/ω






. (8.50)

The matrix entries are given as

yρρ = −iω
4
3 η̃xc + ζ̃xc

ρ2
0

, (8.51)

yρj = yT
jρ = −iω

(

4
3 η̃xc + ζ̃xc

ρ2
0

− 2
η̃′

xc

ρ0

)

∇ρ0

ρ0
, (8.52)

yjj = −iω

(

1
3 η̃xc + ζ̃xc

ρ2
0

− 4
η̃′

xc

ρ0
+ 2η̃′′

xc

)

∇ρ0 ⊗∇ρ0

ρ2
0

−iω

(

2
η̃′

xc

ρ0

∇⊗∇ρ0

ρ0
+

η̃xc

ρ2
0

|∇ρ0|2
ρ2
0

I

)

, (8.53)

yjm = yT
mj = −iω

η̃xc

ρ2
0

[∇ρ0

ρ0
×
]

, (8.54)

ymm = −iω
η̃xc

ρ2
0

I, (8.55)

in which we define the antisymmetric 3×3 matrix [∇ρ0/ρ0×]ij = −
∑

k ǫijk(∂kρ0)/ρ0

and where η̃′
xc(r, ω) and η̃′′

xc(r, ω) are the first- and second-order derivatives of η̃xc(r, ω)

with respect to the ground-state density. The matrix in Eq. (8.50) is a local function

of the ground-state density and its first- and second-order gradients and has additional

ω dependence through the coefficients η̃xc(r, ω) and ζ̃xc(r, ω).

Using Eq. (8.49) the exchange-correlation contribution to the perturbation given

in Eq. (8.6) can now be rewritten within our linear response formulation as

δĤxc(r, ω) = ρ̃−g

[

δvALDA
xc,g (r, ω) + δuxc,g(r, ω)

]

+ j̃p,−g · δaxc,g(r, ω) + m̃−g · δbxc,g(r, ω). (8.56)
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In the case of Au where we include scalar relativistic effects within the ZORA one

should read j̃ZORA
p,−g and m̃ZORA

−g instead of j̃p,−g and m̃−g in Eq. (8.56). Using Eq.

(8.56) the self-consistent linear-response equations (8.18) and (8.19) can be written

in the following form






δρinter
g

iδjinter
g /ω

iδminter
g /ω






=







χinter
ρρg −iχinter

ρjpg /ω −iχinter
ρmg /ω

iχinter
jpρg /ω ∆χinter

jpjpg/ω2 ∆χinter
jpmg/ω2

iχinter
mρg /ω ∆χinter

mjpg/ω2 ∆χinter
mmg/ω2






·







δvg,H,mic + δvALDA
g,xc,mic + δug,xc

iω(δAg,mac + δag,xc)

iωδbg,xc






, (8.57)

for the interband parts, and as

iω







ω/gδρintra
g

δjintra
g

δmintra
g






=







ω2/g2χintra
ρρg ω/gχintra

ρjpg
ω/gχintra

ρmg

ω/gχintra
jpρg ∆χintra

jpjpg ∆χintra
jpmg

ω/gχintra
mρg ∆χintra

mjpg ∆χintra
mmg






·







ig(δvgH,mic + δvALDA
g,xc,mic + δug,xc)

iω(δAg,mac + δag,xc)

iωδbg,xc






, (8.58)

for the intraband contributions, with ∆χabg = (χab(ω) − χab(ω = 0)). The matrix

vector products in the above expressions again include an integration over a real-space

coordinate. The above relations have been written in such a way that all matrix

elements are real and finite in the limit (g, ω) → (0, 0). The explicit expressions for

the Kohn-Sham response functions have been given in Refs. [93, 110]. In the limit

of vanishing g the set of equations (8.57) reduces to that one used in the case of

nonmetallic crystalline systems [93] for which we need to consider only fully occupied

bands and fully unoccupied bands. In this limit the term ig(δvgH,mic + δvALDA
g,xc,mic +

δug,xc) on the right-hand side of Eqs (8.58) vanishes [110]. Therefore in the optical

limit g → 0 the intraband parts of the density, the current density and the curl of

current density only have contributions from the macroscopic vector potential and the

terms δag,xc and δbg,xc that enter the VK expression for the exchange-correlation

vector potential. Once the two sets of Eqs. (8.57) and (8.58) are solved we can

calculate the macroscopic dielectric function as

ǫ(ω) = 1 + 4πχe(ω), (8.59)

where χe(ω) is the electric susceptibility, and the electron energy loss function as

2π

k2V
S(g, ω) = −Im

1

ĝ · ǫ(g, ω) · ĝ , (8.60)
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where S(g, ω) is the dynamical structure factor. The above expression is valid for

general g. Here we evaluate it in the optical limit g → 0. In a recent work [110] it was

shown that within the ALDA the intraband contribution to the dielectric function is

real when evaluated in the optical limit. Therefore there is no intraband contribution

to the absorption spectrum within this approximation. By using the Vignale-Kohn

functional it is no longer possible to separate inter- and intraband contributions to the

dielectric function. Inter- and intraband processes are coupled through the exchange-

correlation potentials δag,xc and δbg,xc which are complex vectors, and give rise to

the Drude-like tail on the low-frequency range of the absorption spectrum.

8.4 Results

We calculated the macroscopic dielectric functions ǫ(ω) and the electron energy loss

functions −Im {ǫ(ω)}−1
in the spectral range 0-10 eV for the isotropic crystals of

copper, silver, and gold in an fcc lattice. We used the experimental lattice constants

3.61 Å for Cu, 4.09 Å for Ag, and 4.08 Å for Au. All calculations were performed

using a modified version of the ADF-BAND program [76, 81–83, 110]. We made use

of a hybrid valence basis set consisting of Slater-type orbitals (STO) in combination

with the numerical solutions of a free-atom Herman-Skillman program [84]. Cores

were kept frozen up to 3p for Cu, 4p for Ag, and 4f for Au. The spatial resolution of

this basis is equivalent to a STO triple-zeta basis set augmented with two polarization

functions [128]. The Herman-Skillman program also provides us with the free-atom

Kohn-Sham potential. The crystal potential was evaluated using an auxiliary basis set

of STO functions to fit the deformation density in the ground-state calculation and the

induced density in the response calculation. For the evaluation of the k-space integrals

we used a numerical integration scheme with 175 symmetry-unique sample points in

the irreducible wedge of the Brillouin zone, which was constructed by adopting a

Lehmann-Taut tetrahedron scheme [85, 129]. In all our ground-state calculations we

used the local density approximation (LDA) for the exchange-correlation functional.

In the response calculations we employed the Vignale-Kohn functional as well as the

ALDA for comparison. All results shown here were obtained using the Vosko-Wilk-

Nusair parametrization [55] of the LDA exchange-correlation potential, which was

also used to derive the ALDA exchange-correlation kernel, and both the QVA and

CNT parametrizations for the longitudinal and transverse kernels fh
xcL,T (ω) which

enter the VK expression for the exchange-correlation vector potential. In Figs. 8.1-

8.3 the real and imaginary parts of the dielectric functions of Cu, Ag, and Au are

reported. The results obtained using the VK functional with the QVA and CNT

parametrizations for fh
xcL,T (ω) are in close agreement. The main difference is the
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Figure 8.1: The calculated and measured real [ǫ1(ω)] and imaginary [ǫ2(ω)] parts of

the dielectric function of Cu. The experimental results are taken from Refs. [114–116].
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Figure 8.2: The calculated and measured real [ǫ1(ω)] and imaginary [ǫ2(ω)] parts of the

dielectric function of Ag. The experimental results are taken from Refs. [114,116,117].
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Figure 8.3: The calculated and measured real [ǫ1(ω)] and imaginary [ǫ2(ω)] parts of the

dielectric functions of Au. The experimental results are taken from Refs. [117–119].

The theoretical curves are the results of scalar relativistic calculations.

Drude-like tail in the absorption spectra where the two results are roughly 0.25 eV

apart. For convenience we do not report the ALDA results [110, 126] since they are

almost identical to the VK results with the important exception that the Drude-

like tail in its absorption spectrum is absent since the ALDA is a local function in

time and therefore cannot describe relaxation processes. When the VK functional is

employed we obtain a Drude-like tail in the low-frequency range. This absorption is

due to relaxation processes of which the part due to electron-electron scattering can

be described by using an exchange-correlation functional that is nonlocal in time. In

the appendix we analyze the low-frequency behavior of the dielectric function within

our method. There we show that in the case we apply the Vignale-Kohn functional

with µxc = 0 then for frequencies bigger than a characteristic frequency ω1, which

we define in the appendix, the real part of the dielectric function diverges as ω−2,

whereas the imaginary part should decay as ω−3. For frequencies below ω1, the real

part of the dielectric function is finite whereas the imaginary part diverges as ω−1.

If on the other hand we apply the Vignale-Kohn functional with µxc 6= 0 we obtain
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the same low-frequency behavior as we found above for the case µxc = 0 with the

important difference that for frequencies below a characteristic frequency ω0 < ω1,

which we define in the appendix, the imaginary part of the dielectric function will go

to zero as ω. Therefore, instead of a Drude-like tail we observe a low-frequency peak

in our calculated absorption spectra around ω1.

The low-frequency behavior we obtain with the Vignale-Kohn functional with

µxc = 0 is in agreement with the description of the intraband contribution to the

dielectric function within the classical Drude model. Within this simple model the

real and imaginary parts of the dielectric functions, ǫ1(ω) and ǫ2(ω), respectively, are

given by,

ǫD
1 (ω) = 1 −

ω2
pτ2

1 + ω2τ2
, (8.61)

ǫD
2 (ω) =

ω2
pτ

ω(1 + ω2τ2)
, (8.62)

with ωp the plasma frequency and the τ the relaxation time. The latter is in general

frequency-dependent [130–133]. For ωτ ≫ 1, which is true for the near infrared, Eqs.

(8.61) and (8.62) become,

ǫD
1 (ω) = 1 −

ω2
p

ω2
, (8.63)

ǫD
2 (ω) =

ω2
p

ω3τ
. (8.64)

The real part of the dielectric function scales as ω−2, whereas the imaginary part

scales as ω−3 for a frequency-independent τ , in agreement with our calculations. For

ωτ ≪ 1, the Drude equations reduce to,

ǫD
1 (ω) = 1 − ω2

pτ2, (8.65)

ǫD
2 (ω) =

ω2
pτ

ω
. (8.66)

Again we find a qualitative agreement between the Drude description and our model:

a finite real part and an imaginary part which diverges as ω−1. We note that in our

calculations we only take into account relaxation processes due to electron-electron

scattering whereas the Drude model also describes relaxation processes due to other

phenomena such as electron-phonon scattering. However, the analysis given above

does not depend on the precise value of τ .

Our results are also in good agreement with the experimental results although the

spectra obtained for gold show some discrepancies with respect to the experimental
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Figure 8.4: Electron-energy loss spectra of Cu, Ag, and Au. The experimental results

are taken from Refs. [117, 118, 120]. The calculated results reported for Au refer to

scalar relativistic calculations. Since the QVA and CNT spectra are very close to each

other we only use one arrow in each panel to indicate both spectra. The QVA spectra

and the CNT spectra are denoted by the continuous and dashed curve, respectively.

results, especially the first peak in the absorption spectrum is not well described.

The Drude-like tails in the absorption spectra seem to be well described for all the

three materials. However, since we only consider relaxation processes due to electron-

electron scattering and not those due to electron-phonon scattering our results should

be below those obtained with experiment. We therefore expect that the results we

obtain for the Drude-like tail using the VK functional with the QVA parametrization

are the closest to the exact Drude-like tail due to electron-electron scattering only.

In Fig. 8.4 we show the electron energy loss spectra (EELS) of Cu, Ag, and Au. The

EELS of Cu and Ag are already well-described within the ALDA [110]. Again the

results obtained using the VK functional with the two parametrizations are in close
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agreement with each other and with the results obtained within the ALDA which

we do not show for convenience. There is one notable discrepancy though. The

ALDA fails to reproduce the sharp plasmon peak at about 3.8 eV in the EELS of

silver [118, 120] since within this approximation the plasmon peak is simply a delta

function. In the EELS obtained with the VK functional one obtains a plasmon peak

with finite width. The appearance of this peak is due to the fact that now the

imaginary part of the dielectric function is small but nonvanishing at the frequency

where the real part crosses the zero axis. This feature is well-described by the VK

functional with the QVA and CNT parametrizations for fh
xcL,T (ω). Also for Au the

VK performs very similar to the ALDA and we obtain a reasonable agreement with

the experimental results. We note that for Au we have obtained the experimental

electron energy-loss spectra from optical measurements.

8.5 Conclusions

In this chapter we have included the Vignale-Kohn expression for the exchange-

correlation vector potential in our formulation of the linear response of metals within

the time-dependent current-density approach. This functional is nonlocal in time

and therefore relaxation effects due to electron-electron scattering could be taken

into account. The evaluation of the VK functional requires the knowledge of the

exchange-correlation kernels of the homogeneous electron gas fh
xcL,T (ρ, ω) as a func-

tion of the density and the frequency. We have used the two existing parametrizations

for fh
xcL,T (ρ, ω) by Conti, Nifos̀ı and Tosi (CNT) and by Qian and Vignale (QV). In

the optical limit g → 0 the two sets of self consistent equations describing the inter-

and intraband contributions to the response are coupled when the Vignale-Kohn ex-

pression for the exchange-correlation vector potential is included. We have calculated

the dielectric and electron energy loss functions of copper, silver, and gold and we

have compared them with the best available measurements reported in literature and

with our results from calculations within the adiabatic local density approximation.

The VK functional yields results which are in good agreement with the experimental

results. The real parts of the dielectric functions and the regions in the absorption

spectra where the interband processes are dominant are similarly described by the

two approximations and are close to previous results obtained within the ALDA. In

addition the VK functional reproduces the low-frequency Drude-like tails in the ab-

sorption spectra, which were absent in the previous ALDA calculations. The electron

energy loss spectra obtained with the VK functional are close to the spectra obtained

within the ALDA with a notable difference in the case of silver: whereas the first sharp

plasmon peak found in the experimental EELS was absent in the ALDA spectrum,
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this feature is well described in the spectrum obtained with the VK functional.

Appendix: Low-Frequency Behavior of the Dielectric

Function.

We define two vectors P and F as

P =







δρ

iδj/ω

iδm/ω






, (8.67)

containing the densities, in which the inter- and intraband contributions are added,

i.e., δρ = δρinter + δρintra and similarly for δj and δm, and where we defined

F =







0

iωδAmac

0






+







δvALDA
Hxc,mic

0

0






+







δuxc

iωδaxc

iωδbxc






, (8.68)

which contains all first order contributions to the perturbing potentials. Here the

perturbation F is decomposed into three terms: Fmac containing only the macroscopic

field, Fa containing the adiabatic parts given by the microscopic Hartree potential

and the ALDA exchange-correlation potential δvALDA
Hxc,mic = δvH,mic +δvALDA

xc,mic , and Fd

containing the dynamic part of the exchange-correlation vector potential. From Eqs.

(8.57) and (8.58) it becomes clear that we can write

P =

(

X inter +
1

ω2
Q† · X intra · Q

)

·F, (8.69)

where

Q =







iq 0 0

0 1 0

0 0 1






, (8.70)

and X inter and X intra are the matrices of the inter- and intraband Kohn-Sham re-

sponse functions given in Eqs. (8.57) and (8.58). In the linear response regime we can

write Fa = Ya · P for the adiabatic part of the potential vector, and Fd = Yd · P for

the dynamic part. Here the matrix Yd is the matrix that enters Eq. (8.50) and Ya is

defined as

Ya =







ya 0 0

0 0 0

0 0 0






, (8.71)
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with the frequency independent kernel ya defined by the relation yaδρ = δvALDA
Hxc,mic.

The total perturbing potential is then given by

F = Fmac + (Ya + Yd) · P. (8.72)

The low-frequency behavior of the matrix Yd is determined by the low-frequency

behavior of the viscoelastic coefficients η̃xc(r, ω) and ζ̃xc(r, ω) which in turn is deter-

mined by the low-frequency behavior of fxcL,T (ω). Since fxcL,T (ω) = f∗
xcL,T (−ω) and

considering the results obtained in Eqs. (8.37) and (8.38) we can write the following

expressions for the low-frequency behavior of η̃xc(r, ω) and ζ̃xc(r, ω),

−iωζ̃xc

ρ2
0(r)

= iωA + ω2B + O(ω3), (8.73)

−iωη̃xc

ρ2
0(r)

=
µxc

ρ2
0(r)

+ iωC + ω2D + O(ω3), (8.74)

where A, B, C, and D are real. Furthermore, from the work of Qian and Vignale [15]

we know the exact result for the slope of the imaginary parts of fh
xcL,T (ω) in the limit

ω → 0, which they show to be finite. This means that in the above expressions A and

C are finite. Using Eqs. (8.73) and (8.74), we can write the following low-frequency

expansion for Yd,

Yd =
∑

p

(iω)pYd,p, (8.75)

where all Yd,p are real and Yd,0 ∝ µxc. It now becomes clear that we can obtain

P by solving Eqs. (8.69) and (8.72) in a self-consistent manner. We have carefully

formulated these response equations such that a regular solution can be found for

limg→0 P(g) = P, with P the solution of Eq. (8.69) at g = 0. In this limit we can

write the following low-frequency expression for Eq. (8.69),
[

ω2I −
(

ω2
∑

p

(iω)pX inter
p + X̃ intra

)

·
(

Ya +
∑

p

(iω)pYd,p

)]

·P =

(

ω2
∑

p

(iω)pX inter
p + X̃ intra

)

· Fmac, (8.76)

where, since X inter(ω) = X inter∗(−ω), we have used the series expansion X inter =
∑

p(iω)pX inter
p . Here the matrices X inter

2p+1 vanish if ω is below the interband absorption

edge, and the matrix X̃ intra is frequency independent and defined as

X̃ intra = lim
q→0

Q† · X intra · Q =







0 0 0

0 ∆χintra
ρjj ∆χintra

ρjm

0 ∆χintra
ρmj ∆χintra

ρmm






. (8.77)
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All matrices are real-valued. Note that due to their matrix structure the prod-

uct X̃ intra · Ya vanishes. From Eq. (8.76) it immediately becomes clear that the

low-frequency behavior of the solution is largely determined by X̃ intra and the low-

frequency coefficients of Yd. Since P(ω) = P∗(−ω), we can use the series expansion

P =
∑∞

n=n0
(iω)nPn, where we assume that the expansion truncates at a certain value

n0 since we are interested in the low-frequency behavior of P. We can then write Eq.

(8.76) as

( ∞
∑

p=0

(iω)pXp

)( ∞
∑

n=n0

(iω)nPn

)

=
∞
∑

m=0

(iω)mFm, (8.78)

with

Xp = −δp,2I + X inter
p−2 · Ya − X̃ intra · Yd,p +

p−2
∑

s=0

X inter
p−s−2 · Yd,s, (8.79)

Fm =
(

−X inter
m−2 + δm,0X̃

intra
)

·Fmac. (8.80)

Note that the odd-indexed potential coefficients vanish, F2m+1 = 0. We mention the

first two matrix and vector elements in particular,

X0 = −X̃ intra · Yd,0, F0 = X̃ intra · Fmac, (8.81)

X1 = −X̃ intra · Yd,1, F1 = 0. (8.82)

By equating all orders in Eq. (8.78) separately, we obtain the general structure of the

mth-order of the low-frequency expansion of the response equation, which is given by

the relation
m
∑

n=n0

Xm−nPn = Fm, (8.83)

with Fm<m0
= 0, in which we need to choose n0 ≤ m0 such that there is a unique

solution. The dimension of the matrices and vectors is d. This infinite set of equations

can be written in the following triangular block matrix form

















X0 0 0 · · ·

X1 X0 0
. . .

X2 X1 X0
. . .

...
. . .

. . .
. . .



































Pn0

...

Pm0−1

Pm0

...



















=



















0
...

0

Fm0

...



















,
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from which it becomes clear that there is a unique solution if X0 is invertible, with

n0 = m0 and Pn<n0
= 0, generated by

Pn = X−1
0 (Fn −

n−1
∑

m=m0

Xn−mPm).

If on the other hand X0 is singular as in our case, we proceed to find a solution by

constructing the singular value decomposition X0 = V DU † with the diagonal matrix

D containing singular values d1 · · ·ds = 0 and di>s 6= 0 with s > 0, and the unitary

matrices U and V build from the right and left singular vectors spanning the domain,

null space and range of X0. We can multiply each line from the left by V †, and thus

remove the first s rows from each diagonal block of the triangular matrix. These rows

become replaced by the first s rows of the line below yielding again a triangular form,





























[

0

D̃U †

]

0 0 · · ·

V †X1

[

0

D̃U †

]

0
. . .

V †X2 V †X1

[

0

D̃U †

]

. . .

...
. . .

. . .
. . .















































Pn0

...

Pm0−1

Pm0

...



















=



















0
...

0

V †Fm0

...



















Here D̃ is the matrix D with the first s rows removed. The first s lines of the equation

can be removed as these are trivially satisfied. We can do this by defining new blocks

[X ′
n]i,j =

{

[V †Xn]i+s,j i ≤ d − s

[V †Xn+1]i+s−d,j i > d − s
, (8.84)

and similarly new vectors

[F′
n]i =

{

[V †Fn]i+s i ≤ d − s

[V †Fn+1]i+s−d i > d − s
, (8.85)

such that we retrieve the original structure, however, in general, with a nonzero vector

F′
m0−1. Therefore we have to set m′

0 = m0 − 1. If Fm0
is in the range of X0 then

F′
m0−1 will still be zero and we can set m′

0 = m0. By iterating this procedure k times,

until we have found a diagonal block X ′···′
0 that is invertible, we have constructed a

unique solution that truncates from below at n0 ≥ m0 − k with Pn<n0
= 0.

We will now discuss three separate cases, being the adiabatic approximation, in

which Yd is set to zero, the dynamic exchange-correlation case with vanishing static
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limit and hence Yd,0 = 0, but Yd,1 6= 0, and the dynamic case with finite static

value Yd,0 6= 0. In the simplest case (the adiabatic approximation) we have X0 =

X1 = X2n+1 = 0, and F2n+1 = 0. From Eq. (8.83) it immediately follows that in

this case the equations for even and odd indexed P decouple, with the partial result

P2n+1 = 0. The singular value decompositions for the first two iterations become

trivial, V = U = I and D = 0, and we obtain n0 = −2 with the unique even-indexed

solutions given by

P2n = X−1
2 (F2n+2 −

n−1
∑

m=−1

X2(n−m+1)P2m). (8.86)

where we assumed that X2 is invertible. The susceptibility is therefore purely real

valued and is diverging like ω−2. In the dynamic case with vanishing static limit for

Yd, we have X0 = 0, X1 singular, F0 6= 0 but in the range of X1 (provided that

Yd,1 is invertible) and again F2n+1 = 0. The first iteration is again trivial, with

V = U = I and D = 0. In the second iteration we can remove the singularity of

the new diagonal block X ′
0 = X1, by applying the SVD again. However, if indeed

F′
−1 = F0 is in the range of X1 (which is the case if Yd,1 is invertible), then we do

not have to decrease m0 further and we obtain n0 = −1, otherwise we do, and find

n0 = −2. Assuming that the second iteration yields an invertible diagonal block,

we have found the solution which truncates at n0 = −1(−2). We can thus conclude

that the susceptibility acquires an imaginary part that diverges like ω−1, and a real

value that is finite, unless the first order dynamic exchange-correlation kernel Yd,1 is

singular. In the dynamic case with finite static limit an extra complication arises.

In the first iteration the multiplication from the left with V † reduces not only the

diagonal blocks X0, but removes also rows from the subdiagonal blocks. This is due

to the fact that X0(1) is of the form X̃ intra · Yd,0(1) in which X̃ intra is singular as is

clear from its matrix structure. If the ranges of X0 and X1 coincide (which is the

case if Yd,0(1) is invertible), then an equal amount of rows is removed in the diagonal

and subdiagonal blocks, and also in the vector F0 if Yd,0(1) is invertible. As always

F2n+1 = 0. One can check readily that in both iterations we do not need to decrease

m0, and we find a solution with n0 = 0, assuming that after the second step an

invertible diagonal block is generated. In this case the susceptibility is real and finite

in the low frequency range. If on the other hand (one of) the matrices Yd,0(1) is

singular a divergent ω dependence may still result.

The analysis given above forms the basis for understanding the solution at finite

frequency. Retaining only the lowest order terms of the interband response function

in Eq. (8.76) it becomes clear that we can consider the contribution of Yd,0(1) as small
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perturbations if ω ≫ ω0(1), where

ω0 =

√

|| X−1
2 X0 || (8.87)

ω1 = || X−1
2 X1 ||, (8.88)

are two characteristic frequencies defined in terms of the X-matrices given in Eq.

(8.79). Here || A ||= maxi |λi| indicates the spectral norm of the matrix A, being

equal to its largest eigenvalue. Including the first-order correction to the adiabatic

solution gives

P ≈
(

− 1

ω2
X−1

2 − 1

ω4
X−1

2 (iωX1 + X0)X
−1
2

)

(ω2X inter + X̃ intra)Fmac, (8.89)

and leads to an imaginary part of the susceptibility that decays as 1/ω3 for ω < ωp

since then ω2 || X inter ||<|| X̃ intra ||, where it is understood that we consider the

frequency range below the optical gap. For ω . ω0(1) the contributions of Yd,0(1)

become dominant and determine the solutions as in the analysis given above. Going

from high to low frequency we expect a transition from the adiabatic to the dynamic

case at around max(ω0, ω1), and, if ω0 < ω1, from the dynamic behavior with van-

ishing static limit to the case with finite static limit around ω0. The results of this

analysis are summarized in the following,

χe(ω) ∝











α1 + iωβ2 ω < ω0

α′
1 + iβ′

2/ω ω0 < ω < ω1

α′′
1/ω2 + iβ′′

2 /ω3 ω > ω0, ω1

(8.90)

As a special case we have ω0 = 0 if µxc = 0.
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Chapter 9

A Nonlocal Current-Density

Functional

In this chapter we relieve the constraint on the length of the wave vector of the

perturbation that limits the formal range of applicability of the local Vignale-Kohn

current-density functional by introducing a nonlocal functional of the current density

with a similar viscoelastic structure as the Vignale-Kohn functional. This nonlocal

functional is constructed such that it satisfies the same conservation laws and sym-

metry relations as the Vignale-Kohn functional. In contrast to the Vignale-Kohn

functional, this nonlocal functional is completely determined by fh
xcL, the longitudi-

nal part of the exchange-correlation kernel of the homogeneous electron gas, at small

frequency, whereas the Vignale-Kohn functional is mainly determined by fh
xcT , the

transverse part of the exchange-correlation kernel of the homogeneous electron gas at

small frequency. The dielectric functions of silicon and GaP that we obtain using this

nonlocal functional collapse in a similar manner as the optical spectra we obtained

using the Vignale-Kohn functional. Using our nonlocal functional with solely the uni-

form part of the current density remaining we obtain results close to those obtained

with experiment provided we use an empirical prefactor.

9.1 Introduction

In previous chapters we discussed the Vignale-Kohn functional in its application

within time-dependent current-density-functional theory to calculate the optical spec-

tra of semiconductors, metals, and infinite polymer chains. In these analyses two main

problems came to light. First, the Vignale-Kohn (VK) functional was derived under
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the constraints k, q ≪ kF , ω/vF , where k is the length of the wave vector of the ex-

ternal perturbation, q is the length of the wave vector of the inhomogeneity of the

ground-state density and kF and vF are the local Fermi wave vector and velocity,

respectively. The constraint q ≪ kF , ω/vF means that formally the application of the

VK functional is only justified if the ground-state density is slowly varying and the

constraint k ≪ kF , ω/vF means we are formally allowed to use the VK functional if

the induced current density is slowly varying. Furthermore, the constraint k ≪ ω/vF

implies the region above the particle-hole continuum of the homogeneous electron

gas. As we showed in chapter 7 these constraints are violated almost everywhere for

real systems. Second, the VK functional requires knowledge of the longitudinal and

transverse parts of the exchange-correlation kernel of the homogeneous electron gas

fh
xcL,T (ρ, ω) with ρ the density of the electron gas. In chapters 5 and 7 we showed that

in the calculation of optical spectra of semiconductors and infinite polymer chains the

Vignale-Kohn functional is very sensitive to the values of fh
xcT (ρ, ω). In fact, surpris-

ingly, the influence on the optical spectra of the terms in the VK functional involving

the transverse kernel fh
xcT (ω) is much bigger than the terms involving the longitudinal

kernel fh
xcL(ω). The transverse part of the exchange-correlation kernel at ω = 0 is

related to µxc which is the exchange-correlation part of the shear modulus. For the

values of µxc that are available in the literature [15,48] the optical spectra, in general,

collapse. However, if we make the approximation µxc = 0 we obtain results close to

the results obtained within the adiabatic local density approximation (ALDA). More-

over, in chapter 8 we showed that in the calculation of the optical spectra of metals we

need to make the approximation µxc = 0 in order to describe correctly the Drude-like

tail in the low-frequency range. The fact that terms of the VK functional involving

fh
xcT (ρ, ω) have a much larger influence on the optical spectra than fh

xcL(ρ, ω) is re-

lated to the fact that due to the constraint k ≪ ω/vF we have to evaluate fh
xcL,T (ρ, 0)

above the particle-hole continuum in (k, ω) = (0, 0). This is important because there

exists a singularity in the origin of the (k, ω) plane the size of which is proportional

to µxc. The approximation µxc = 0 therefore effectively removes this singularity.

From the above considerations we argue that it might be desirable to search for

a nonlocal VK-type functional since for such a nonlocal functional both constraints

on k as well as the constraint q ≪ ω/vF dissappear. We are then left with the

constraint q ≪ kF which is the same constraint under which the ALDA is valid.

Therefore our aim in this chapter is to obtain a nonlocal expression for δAxc(r, ω)

with a similar viscoelastic strucure as the Vignale-Kohn functional that satisfies the

same conservation laws and symmetry relations as the Vignale-Kohn functional. We

construct such a nonlocal functional starting from the exchange-correlation potential

of the homogeneous electron gas and by studying the restrictions that conservation
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laws and symmetry relations impose on the form of δAxc(r, ω) for general systems.

We note that although the nonlocal functional derived in this way is formally less

restricted by constraints than the VK functional, the latter is exact when applied

to systems that satisfy the constraints k, q ≪ kF , ω/vF whereas the former is not

necessarily exact when the constraint q ≪ kF is satisfied.

The outline of this chapter is as follows. In Sec. 9.2 we give the derivation of our

nonlocal functional. In Sec. 9.3 we then give the main aspects of the implementation.

The computational details of the calculations are the subject of Sec. 9.4. We have

tested our method on silicon and GaP, the results of which can be found in Sec. 9.5.

Finally we present our conclusions in Sec. 9.6.

9.2 Theory

9.2.1 TDCDFT

Within TDCDFT an interacting many-particle system in an external electromagnetic

field is replaced by an auxiliary non-interacting many-particle system in an effective

field desribed by the set of Kohn-Sham potentials {vs(r, t),As(r, t)}. This set of

potentials has the property that it produces the exact time-dependent current density

j(r, t) and the exact time-dependent density ρ(r, t) for a given initial state. If the

initial state is the ground state, it is already determined by the ground-state density

on the basis of the Hohenberg-Kohn theorem [1]. In the Kohn-Sham scheme the

time-dependent single-particle wave functions are solutions of the following equation

i
∂

∂t
φn(r, t) =

(

1

2
[p̂ + As(r, t)]

2 + vs(r, t)

)

φn(r, t). (9.1)

Given the initial state, the time-dependent potentials vs(r, t) and As(r, t) produce

the exact time-dependent density and current density,

ρ(r, t) =
∑

n

fnφ∗
n(r, t)φn(r, t), (9.2)

j(r, t) =
∑

n

fnRe[−iφ∗
n(r, t)∇φn(r, t)] + ρ(r, t)As(r, t), (9.3)

where fn are the occupation numbers of the Kohn-Sham wave functions. Here we

assumed that our initial state is nondegenerate and is described by a single Slater

determinant. The first and second terms on the right-hand side of Eq. (9.3) correspond

to the paramagnetic and diamagnetic current, respectively. Both the density and the

current density are gauge invariant.
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The set of Kohn-Sham potentials {vs(r, t),As(r, t)} is defined in our gauge by [76],

vs(r, t) = vH,mic(r, t) + vxc,mic(r, t), (9.4)

As(r, t) = Amac(r, t) + Axc(r, t). (9.5)

Here vH,mic(r, t) is the microscopic part of the Hartree potential and vxc,mic(r, t)

is the microscopic part of the exchange-correlation potential. The term Amac(r, t)

denotes the macroscopic vector potential,

Amac(r, t) = Aext(r, t) + Aind(r, t), (9.6)

where Aext(r, t) is the external vector potential and Aind(r, t) is the induced macro-

scopic vector potential. The latter potential accounts for the long-range contribution

of the Hartree potential of the surface charge as well as the retarded contribution of

the induced transverse current density. We can neglect the microscopic part of the

vector potential which is consistent with the Breit approximation used in the ground-

state calculation [76,78,79]. We choose the field Emac(r, t) to be fixed and its relation

to Amac(r, t) is given by ∂tAmac(r, t) = −Emac(r, t). We leave the relation between

Emac(r, t) and Eext(t) unspecified as this depends on the sample size and shape and

requires knowledge of χe. Finally, Axc(r, t) is the exchange-correlation vector po-

tential. In practice approximations are required for the set of exchange-correlation

potentials {vxc(r, t),Axc(r, t)}. The form of this set of exchange-correlation poten-

tials is restricted by some exact constraints. In the next section we will discuss how

the constraints set by the zero-force and zero-torque theorems restrict the form of

{vxc(r, t),Axc(r, t)}.

9.2.2 Zero-Force and Zero-Torque Theorems

In accordance with Newton’s third law the net force and net torque acting on a system

should have no contribution from the system itself. Since the net force and the net

torque due to the Hartree potential are equal to zero, the net force and the net torque

due to the set of exchange correlation potentials {vxc(r, t),Axc(r, t)} should be equal

to zero as well [42]. This leads to constraints on the form of {vxc(r, t),Axc(r, t)}.
These constraints are made explicit by the zero-force and zero-torque theorems which

read

Fxc(t) =

∫

dr[ρ(r, t)Exc(r, t) + j(r, t) × Bxc(r, t)] = 0 (9.7)

Txc(t) =

∫

dr[ρ(r, t)r × Exc(r, t) + r × (j(r, t) × Bxc(r, t))] = 0, (9.8)



9.2 Theory 195

where Fxc(t) and Txc(t) are the exchange-correlation parts of the force and the torque,

respectively and the exchange-correlation parts of the electric and magnetic fields are

given by

Exc(r, t) = ∇vxc,0(r) −
∂

∂t
Axc(r, t) (9.9)

Bxc(r, t) = ∇× Axc(r, t), (9.10)

where we chose the gauge such that all perturbations are included in the vector

potential. We note that if the zero-force theorem is satisfied this automatically guar-

antees that the harmonic-potential theorem is satisfied. The harmonic-potential the-

orem states that the density of a system of electrons confined in a static parabolic

potential well follows rigidly the classical motion of the center of mass when sub-

jected to a uniform time-dependent perturbation [43]. In the following the exchange-

correlation scalar potential will be taken within the local density approximation

(LDA), i.e., vxc,0(r) = vLDA
xc,0 (r). Evaluating Eqs. (9.7) and (9.8) for the density

ρ(r, t) = ρ0(r) + δρ(r, t) we obtain up to first order in δρ(r, t)

Fxc(t) = −
∫

drρ0(r)
∂

∂t
δAxc(r, t) = 0 (9.11)

Txc(t) = −
∫

drρ0(r)r ×
∂

∂t
δAxc(r, t) = 0, (9.12)

since the LDA exchange-correlation scalar potential exerts no force and no torque

on the system. Doing a Fourier transform with respect to t we obtain the following

constraints,

Fxc(ω) = iω

∫

drρ0(r)δAxc(r, ω) = 0 (9.13)

Txc(ω) = iω

∫

drρ0(r)r × δAxc(r, ω) = 0, (9.14)

where the Fourier tranform and its inverse are given by

f(k, ω) =

∫

dre−i(k·r−ωt)f(r, t) (9.15)

f(r, t) =

∫

dkdω

(2π)4
ei(k·r−ωt)f(k, ω). (9.16)

Let us now look for a general form of δAxc(r, ω) that fulfills these constraints. We

write

Fxc(ω) =

∫

drFxc(r, ω) = 0 (9.17)

Txc(ω) =

∫

drr ×Fxc(r, ω) = 0, (9.18)
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where

Fxc(r, ω) = iωρ0(r)δAxc(r, ω). (9.19)

We can write Fxc(r, ω) as the divergence of a second rank tensor according to

Fxc,i(r, ω) =
∑

j

∂jσxc,ij(r, ω), (9.20)

where we assumed that σxc(r, ω) can be chosen such that the boundary conditions

for Fxc(r, ω) are satisfied. The tensor σxc(r, ω) is not completely determined by Fxc,

there is freedom in choosing its components. Using the divergence theorem we can

now write the zero-force theorem as

Fxc,i(ω) =
∑

j

∫

dSσxc,ij(r, ω). (9.21)

This integral vanishes if σxc(r, ω) decays near the boundaries or if its values at opposite

boundaries are the same as occurs when periodic boundary conditions are used. The

tensor σxc(r, ω) can be written as

σxc,ij(r, ω) = ∂iφj(r, ω) +
∑

kl

ǫikl∂kΦlj(r, ω), (9.22)

where φ and Φ are an arbitrary vector and second rank tensor, respectively. So Fxc is

completely determined by φ since the divergence of a curl vanishes. The freedom we

have in choosing Φ will be convenient now that we turn to the zero-torque theorem.

We have

Txc,i(ω) =
∑

jkl

ǫijk

∫

drrj∂lσxc,kl(r, ω), (9.23)

where ǫijk is the Levi-Civita antisymmetric tensor. Performing an integration by

parts we arrive at

Txc,i(ω) =
∑

jkl

ǫijk

∫

dr∂l [rjσxc,kl(r, ω)] −
∑

jkl

ǫijk

∫

dr (∂lrj)σxc,kl(r, ω). (9.24)

This can be rewritten as

Txc,i(ω) =
∑

jkl

ǫijk

∫

dS [rjσxc,kl(r, ω)] −
∑

jk

ǫijk

∫

drσxc,kj(r, ω). (9.25)

We can now use the freedom we have in choosing the components of Φ to get rid of

the second term on the right-hand side. This term vanishes if σxc(r, ω) is symmetric.

So we have that

σxc,ij(r, ω) − σxc,ji(r, ω) = ∂iφj(r, ω) − ∂jφi(r, ω)

+
∑

kl

ǫikl∂kΦlj(r, ω) −
∑

kl

ǫjkl∂kΦli(r, ω) = 0. (9.26)
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If we now choose Φji =
∑

k ǫijkφk then the second term on the right-hand side of Eq.

(9.25) vanishes.

So we have transformed the zero-force and zero-torque theorems for Fxc into the

following two constraints on the symmetric tensor σxc(r, ω),

∑

j

∫

dSσxc,ij(r, ω) = 0 (9.27)

∑

jkl

ǫijk

∫

dS [rjσxc,kl(r, ω)] = 0. (9.28)

If these constraints are satisfied we see from Eq. (9.19) that we have the following

form for δAxc(r, ω),

iωδAxc,i(r, ω) =
1

ρ0(r)

∑

j

∂jσxc,ij(r, ω). (9.29)

In the next sections we will show that this form follows quite naturally from an

analysis of δAxc(r, ω) in the case of the homogeneous electron gas.

9.2.3 The Exchange-Correlation Vector Potential of the Ho-

mogeneous Electron Gas

The general expression for the exchange-correlation vector potential to first order is

δAxc,i(r, ω) =

∫

dr′
∑

j

fxc,ij(r, r
′, ω)δjj(r

′, ω). (9.30)

In the case of the homogeneous electron gas we have

δAxc,i(r, ω) =

∫

dr′
∑

j

fh
xc,ij(ρ, |r − r′|, ω)δjj(r

′, ω), (9.31)

where ρ is the density of the homogeneous electron gas. Fourier transforming with

respect to (r − r′) we obtain

δAxc,i(r, ω) =

∫

dk

(2π)3
eik·r

∑

j

fh
xc,ij(ρ, k, ω)δjj(k, ω), (9.32)

where k = |k|. Inserting the relation

fh
xc,ij(ρ, k, ω) =

1

ω2

[

kikjf
h
xcL(ρ, k, ω) +

(

δijk
2 − kikj

)

fh
xcT (ρ, k, ω)

]

, (9.33)
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which defines the longitudinal and transverse part of the exchange-correlation kernel

denoted by fh
xcL(ρ, k, ω) and fh

xcT (ρ, k, ω), respectively, we obtain

δAxc,i(r, ω) =
1

ω2

∫

dk

(2π)3
eik·r

∑

j

kikjf
h
xcL(ρ, k, ω)δjj(k, ω)

+
1

ω2

∫

dk

(2π)3
eik·r

∑

j

(

δijk
2 − kikj

)

fh
xcT (ρ, k, ω)δjj(k, ω). (9.34)

Doing the inverse Fourier transform we arrive at

δAxc,i(r, ω) =
1

ω2

∫

dr′
∑

j

[

∂′
i∂jf

h
xcL(ρ, |r − r′|, ω)

]

δjj(r
′, ω)

+
1

ω2

∫

dr′
∑

j

[

(

δij

∑

k

∂′
k∂k − ∂′

i∂j

)

fh
xcT (ρ, |r− r′|, ω)

]

δjj(r
′, ω).(9.35)

Performing some integrations by parts and using the fact that fh
xcL,T only depends

on the length of (r − r′) so that ∂′fh
xcL,T (ρ, |r − r′|, ω) = −∂fh

xcL,T (ρ, |r − r′|, ω) we

obtain

δAxc,i(r, ω) = − 1

ω2

∑

j

∂j

∫

dr′fh
xcL(ρ, |r − r′|, ω)δij

∑

k

∂′
kδjk(r′, ω)

+
2

ω2

∑

j

∂j

∫

dr′fh
xcT (ρ, |r − r′|, ω)δij

∑

k

∂′
kδjk(r′, ω)

− 1

ω2

∑

j

∂j

∫

dr′fh
xcT (ρ, |r − r′|, ω)

[

∂′
jδji(r

′, ω) + ∂′
iδjj(r

′, ω)
]

.(9.36)

This can then be rewritten in the form

iωδAxc,i(r, ω) = −
∑

j

∂jSxc,ij(r, ω), (9.37)

where Sxc(r, ω) is a symmetric tensor given by

Sxc,ij(r, ω) =

∫

dr′αxc(r, r
′, ω)

[

∂′
jδji(r

′, ω) + ∂′
iδjj(r

′, ω) − 2

3
δij

∑

k

∂′
kδjk(r′, ω)

]

+

∫

dr′βxc(r, r
′, ω)δij

∑

k

∂′
kδjk(r′, ω), (9.38)

in which

αxc(r, r
′, ω) =

i

ω
fh

xcT (ρ, |r − r′|, ω) (9.39)

βxc(r, r
′, ω) =

i

ω

[

fh
xcL(ρ, |r − r′|, ω) − 4

3
fh

xcT (ρ, |r − r′|, ω)

]

. (9.40)
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We have arrived at an expression that is very similar to the viscoelastic form of

δAxc(r, ω) derived by Vignale and Kohn. In the next section we will discuss how

to perform a local density approximation in Eq. (9.37) in such a way that all the

constraints that are satisfied by the Vignale-Kohn functional are also satisfied by our

nonlocal functional.

9.2.4 A Nonlocal Current-Denstity Functional

From a comparison between Eq. (9.29) and Eq. (9.37) we see that if we divide the

right-hand side of Eq. (9.37) by ρ and subsequently make the local approximation

ρ = ρ0(r) we have obtained a nonlocal functional for general density profiles that

satisfies the zero-force and zero-torque theorems. Another constraint satisfied by the

Vignale-Kohn functional is the so-called generalized translational invariance. This

states that

δAxc[δj
′](r, ω) = δAxc[δj](r − x(ω), ω), (9.41)

where

δj′(r, ω) = δj(r, ω) − iωx(ω)ρ0(r − x(ω)), (9.42)

with x(ω) a purely frequency-dependent vector. The above equations simply state

that a rigid translation of the current density implies the same rigid translation of

the exchange-correlation vector potential. Therefore by dividing the induced current

density on the right-hand side of Eq. (9.37) by ρ′, and subsequently making the local

approximation ρ′ = ρ0(r
′) we satisfy this constraint since x only depends on ω and

its space derivative vanishes. In order to keep our expression for δAxc(r, ω) exact in

the limit of constant density we have to multiply σxc(r, ω) by ρ0(r)ρ0(r
′). Finally,

we have to satisfy the Onsager symmetry relation for the exchange correlation kernel

fxc(r, r
′, ω). It is given by

fxc,ij(r, r
′, ω) = fxc,ji(r

′, r, ω). (9.43)

In order to satisfy this constraint we have to symmetrize our result with respect to

fh
xcL,T . Our final expression becomes

iωδAxc,i(r, ω) = − 1

ρ0(r)

∑

j

∂jσxc,ij(r, ω), (9.44)

where

σxc,ij(r, ω) =

∫

dr′ηxc(r, r
′, ω)

[

∂′
jui(r

′, ω) + ∂′
iuj(r

′, ω) − 2

3
δij

∑

k

∂′
kuk(r′, ω)

]

+

∫

dr′ζxc(r, r
′, ω)δij

∑

k

∂′
kuk(r′, ω), (9.45)
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in which

ui(r, ω) =
δji(r, ω)

ρ0(r)
, (9.46)

and

ηxc(r, r
′, ω) =

i

2ω
ρ0(r)ρ0(r

′)
[

fh
xcT (ρ0(r), |r − r′|, ω) + fh

xcT (ρ0(r
′), |r − r′|, ω)

]

(9.47)

ζxc(r, r
′, ω) =

i

2ω
ρ0(r)ρ0(r

′)

{

fh
xcL(ρ0(r), |r − r′|, ω) − 4

3
fh

xcT (ρ0(r), |r − r′|, ω)

+ fh
xcL(ρ0(r

′), |r − r′|, ω) − 4

3
fh

xcT (ρ0(r
′), |r − r′|, ω)

}

. (9.48)

Let us now determine the behavior of ηxc(r, ω) and ζxc(r, ω) in the limit ω → 0. In

Fourier space we have the following expression for fh
xcT (k, ω) in the limit ω → 0 for

finite k,

lim
ω→0

fh
xcT (k, ω) = lim

ω→0

ω2

k2

(

1

χT,s(k, ω)
− 1

χT (k, ω)

)

= 0 (9.49)

The right-hand side of this equation vanishes because in the limit ω → 0 both

χT,s(k, ω) and χT (k, ω) have finite values [10, 51]. Therefore, also in real space the

transverse part of the exchange-correlation kernel vanishes in the limit ω → 0 (unless

|r − r′| → ∞). We thus obtain for ηxc(r, ω) and ζxc(r, ω) in the limit ω → 0,

lim
ω→0

ωηxc(r, r
′, ω) = 0, (9.50)

and

lim
ω→0

ωζxc(r, r
′, ω) =

i

2
ρ0(r)ρ0(r

′)
{

fh
xcL(ρ0(r), |r − r′|, ω = 0)

+ fh
xcL(ρ0(r

′), |r − r′|, ω = 0)
}

. (9.51)

This result shows an important difference between our nonlocal functional and the VK

functional. Whereas the viscoelastic part of the VK functional is solely determined

by fh
xcT in the limit ω → 0, the viscoelastic part of our nonlocal functional is solely

determined by fh
xcL in this limit.

From Eq. (9.44) we can derive an expression for the exchange-correlation kernel

in real space. We obtain

fxc,ij (r, r
′, ω) =

1

iω

1

ρ0(r)ρ0(r′)

(

∂j∂
′
i + δij

∑

k

∂k∂′
k − 2

3
∂i∂

′
j

)

ηxc(r, r
′, ω)

+
1

iω

1

ρ0(r)ρ0(r′)
∂i∂

′
jζxc(r, r

′, ω). (9.52)
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The functional in Eq. (9.44) reduces to the exact expression for δAxc(r, ω) of the

homogeneous electron gas in the limit of constant density. However, in practice we

have to make approximations for fh
xcL,T (ρ, |r − r′|, ω) which enter δAxc(r, ω) since

their exact expressions are not known. We will discuss the approximations we use for

these kernels in the next section.

9.2.5 The Exchange-Correlation Kernel of the Homogeneous

Electron Gas

We evaluate fh
xcL,T (k, ω) in the limit ω → 0 since in this limit the exchange part of

fh
xcL(k, ω) is known exactly. Furthermore, fh

xcT (k, ω) vanishes in this limit for finite

k which simplifies our expression for δAxc(r, ω) given in Eq. (9.44) considerably. The

longitudinal part of the exchange-correlation kernel of the homogeneous electron gas

is given in the exchange-only limit by the following expression at ω = 0,

fh
xL(k, 0) =

Π1(k, 0)

[Π0(k, 0)]2
, (9.53)

where Π0(k, 0) is the Lindhard function at ω = 0 and Π1(k, 0) is the lowest order

correction to Π0(k, 0). The analytic expression for Π1(k, 0) was derived by Engel and

Vosko [134]. The kernel fh
xL(k, 0) can be written in terms of the dimensionless variable

K = k/2kF with k = |k| and kF the Fermi momentum given by k3
F = (3π2ρ). In Fig.

(9.1) we show fh
xL(K) as a function of K for ρ = 1. In practice we need to evaluate

semi-infinite integrals over fh
xL(K). These integrals are difficult to evaluate since in

the limit K → 1 the slope of fh
xL(K) goes to −∞ due to a logarithmic singularity at

K = 1. However, since fh
xL(K) has known asymptotic expansions around ω = 0 and

ω = ∞ we can approximate fh
xL(K) by a two-point Padé approximant. In general a

two-point Padé approximant of a function f(x) is a rational function of the form

PN
M (x) =

∑N
n=0 anxn

∑M
n=0 bnxn

. (9.54)

which reproduces the asymptotic expansions of f(x) around two arbitrary points

x0 and x1. The coefficient b0 may be fixed to one without loss of generality. The

remaining N + M + 1 coefficients are then chosen such that the first J terms of

the Taylor expansion around x0 of PN
M (x) agree with the first J terms of the Taylor

expansion of f(x) around x0 and the first K terms of the Taylor expansion around

x1 of PN
M (x) agree with the first K terms of the Taylor expansion of f(x) around

x1, where J + K = N + M + 1. Following the procedure described in Ref. [135] we

obtain the following expression for the two-point Padé approximant P 6
4 (K) which is
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Figure 9.1: −fh
xL(K) of the homogeneous electron gas for ρ = 1. Continuous line:

Exact Result; Dashed line: Padé approximant P 6
4 (K) of fh

xL(K).

an approximation of fh
xL(K),

fh
xL(K) ≈ P 6

4 (K) =
−4π

k2
F

a0 + a2K
2 + a4K

4

b0 + b2K2 + b4K4 + b6K6
, (9.55)

where we isolated the common factor −4π/k2
F . The odd-numbered coefficients en-

tering the right-hand side of Eq. (9.55) are equal to zero and the even-numbered

coefficients are given by

a0 =
1

4
, a2 =

2783

9000
, a4 =

931

2160

b0 = 1, b2 =
511

750
, b4 =

919

900
, b6 =

931

180
. (9.56)

The first 5 terms of the Taylor expansion of P 6
4 (K) around x = 0 match the first 5

terms of the Taylor expansion of fh
xL(K) and the first 6 terms of the Taylor expansion

of P 6
4 (K) around x = ∞ match the first 6 terms of the Taylor expansion of fh

xL(K).

In Fig. (9.1) we show P 6
4 (K) and compare it to fh

xL(K). It is clear that the sharp

peak of fh
xL(K) around K = 1 is poorly described by the Padé aproximant P 6

4 (K).

However, in order to describe this peak within a reasonable accuracy we have to use

Padé aprroximants with polynomials of much higher order. Furthermore, it is known
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from Monte Carlo simulations [136] that addition of correlation to fh
xL(K) results

in the disappearance of the peak around K = 1. The true fh
xcL(K) is actually well

approximated by its value at K = 0 for K . 1. Therefore P 6
4 (K) is much closer to

the true fh
xcL(K) than it is to fh

xL(K). For these reasons we will use P 6
4 (K) as an

approximation to fh
xcL(K).

9.3 Implementation

9.3.1 Evaluation of the Exchange-Correlation Vector Potential

As we show in the appendix we can rewrite δAxc(r, ω) according to

− 1

ρ0(r)
∇ · σxc(r)

.
= iωδAxc(r) = ∇δuxc(r) + iωδaxc(r) + iω∇× δbxc(r), (9.57)

where δuxc(r), δaxc(r), and δbxc(r) are given by

δuxc(r) =

∫

dr′
{

− iω
− 2

3ηxc(r, r
′) + ζxc(r, r

′)

ρ0(r)ρ0(r′)
δρ(r′)

+
− 2

3ηxc(r, r
′) + ζxc(r, r

′)

ρ0(r)ρ0(r′)

∇′ρ0(r
′)

ρ0(r′)
· δj(r′)

}

, (9.58)

iωδaxc(r) =

∫

dr′
{

− iω
− 2

3ηxc(r, r
′) + ζxc(r, r

′)

ρ0(r)ρ0(r′)

∇ρ0(r)

ρ0(r)
δρ(r′)

+
ηxc(r, r

′)

ρ0(r)ρ0(r′)

∇ρ0(r)

ρ0(r)
× δm(r′)

+
∇ρ0(r)

ρ0(r)

− 5
3ηxc(r, r

′) + ζxc(r, r
′)

ρ0(r)ρ0(r′)

∇′ρ0(r
′)

ρ0(r′)
· δj(r′)

+

(

2
∇⊗∇′ηxc(r, r

′)

ρ0(r)ρ0(r′)
+

ηxc(r, r
′)

ρ0(r)ρ0(r′)

∇ρ0(r) · ∇′ρ0(r
′)

ρ0(r)ρ0(r′)
I

)

· δj(r)
}

,(9.59)

iωδbxc(r) =

∫

dr′
{

ηxc(r, r
′)

ρ0(r)ρ(r′)
δm(r′) − ηxc(r, r

′)

ρ0(r)ρ0(r′)

∇′ρ0(r
′)

ρ0(r′)
× δj(r′)

}

, (9.60)

where δm(r, ω) = ∇× j(r, ω). In the above expressions we suppressed the ω depen-

dence for convenience and we will continue to do so in the following. The functions

δρ(r, ω), δj(r, ω), and δm(r, ω) can all be obtained by using at most first-order deriva-

tives of the orbitals.

We are now able to write Eqs. (9.58), (9.59) and (9.60) in the following compact

and elegant matrix vector product






δuxc(r)

iωδaxc(r)/c

iωδbxc(r)/c






=

∫

dr′







yρρ(r, r
′) yρj(r, r

′) 0

yjρ(r, r
′) yjj(r, r

′) yjm(r, r′)

0 ymj(r, r
′) ymm(r, r′)






·







δρ(r′)

iδj(r′)/ω

iδm(r′)/ω






. (9.61)
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The matrix entries are given as

yρρ(r, r
′) = −iω

− 2
3ηxc(r, r

′) + ζxc(r, r
′)

ρ0(r)ρ0(r′)
, (9.62)

yρj(r, r
′) = −iω

− 2
3ηxc(r, r

′) + ζxc(r, r
′)

ρ0(r)ρ0(r′)

∇′ρ0(r
′)

ρ0(r′)
= yT

jρ(r
′, r), (9.63)

yjj(r, r
′) = −iω

(− 5
3ηxc(r, r

′) + ζxc(r, r
′)

ρ0(r)ρ0(r′)
+ 2

∂2ηxc(r, r
′)

∂ρ0(r)∂ρ0(r′)

) ∇ρ0(r) ⊗∇′ρ0(r
′)

ρ0(r)ρ0(r′)

−iω
ηxc(r, r

′)

ρ0(r)ρ0(r′)

∇ρ0(r) · ∇′ρ0(r
′)

ρ0(r)ρ0(r′)
I, (9.64)

yjm(r, r′) = −iω
ηxc(r, r

′)

ρ0(r)ρ0(r′)

[∇ρ0(r)

ρ0(r)
×
]

= yT
mj(r

′, r), (9.65)

ymm(r, r′) = −iω
ηxc(r, r

′)

ρ0(r)ρ0(r′)
I, (9.66)

in which we define the antisymmetric 3×3 matrix [∇ρ0/ρ0×]ij = −∑k ǫijk(∂kρ0)/ρ0.

In the next section we discuss how the integrals in Eq. (9.61) can be evaluated using

fitfunctions.

9.3.2 Fitfunctions

In Eq. (9.61) we have to evaluate terms of the following forms

g(r) =

∫

dr′fh
xcL,T (ρ0(r), |r − r′|)h(r′) (9.67)

g′(r) =

∫

dr′fh
xcL,T (ρ0(r

′), |r − r′|)h(r′). (9.68)

To evaluate these integrals we use an orthonormal set of fit functions fi(r). Therefore

we can write

h(r) =
∑

i

cifi(r), (9.69)

where the coefficients ci are obtained from

ci =

∫

drfi(r)h(r). (9.70)

We can now write g(r) as

g(r) =
∑

i

cif
c
i (r), (9.71)

where f c
i (r) is given by

f c
i (r) =

∫

dr′fh
xcL,T (ρ0(r), |r − r′|)fi(r

′). (9.72)
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Once the functions f c
i (r) are known we can calculate g(r) from Eq. (9.71). To obtain

an equivalent expression for g′(r) we substitute Eq. (9.70) into Eq. (9.71). We obtain

g(r) =
∑

i

f c
i (r)

∫

dr′fi(r)h(r′). (9.73)

Comparing this expression with Eq. (9.67) we see that fh
xcL,T (ρ0(r), |r − r′|) can be

rewritten as

fh
xcL,T (ρ0(r), |r − r′|) =

∑

i

f c
i (r)fi(r

′). (9.74)

By interchanging r and r′ we then obtain for fh
xcL,T (ρ0(r

′), |r − r′|),

fh
xcL,T (ρ0(r

′), |r − r′|) =
∑

i

f c
i (r′)fi(r). (9.75)

We now get the following expression for g′(r)

g′(r) =
∑

i

c̃ifi(r), (9.76)

where the coefficients c̃i are obtained from

c̃i =

∫

drf c
i (r)h(r). (9.77)

We note that Eqs. (9.74) and (9.75) are only true if we have a complete basis. In

practice the set of fitfunctions fi is finite and chosen such to fit h(r) as accurately as

possible. Therefore Eq. (9.74) still holds approximately for a finite basis. However,

this is, in general, not true for Eq. (9.75). For the basis we use in practice we

indeed encounter this problem. In the following we will therefore assume that g′(r)

is approximately equal to g(r) which is true if ρ(r) is slowly varying. We believe that

our results will not be seriously affected by this approximation.

It remains to calculate the functions f c
i (r). The fit functions we will use are

fi(r) = Zlm(θ, φ)Rn(r), (9.78)

where Zlm(θ, φ) are the real spherical harmonics and Rn(r) = rn−1e−ζr. Using the

Fourier transform and its inverse given in Eqs. (9.15) and (9.16) we can rewrite f c
i (r)

as

f c
i (r) =

∫

dk

(2π)3
fxcL,T(ρ0(r), k)fi(k)eik·r. (9.79)

Using the following identity for e−ik·r [137],

e−ik·r = 4π
∑

l,m

(−i)ljl(kr)Zlm(θr, φr)Zlm(θk, φk), (9.80)
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where jl(kr) is a spherical Bessel function, we can write fi(k) as

fi(k) = 4π(−i)lZlm(θk, φk)

∫ ∞

0

drr2jl(kr)Rn(r), (9.81)

where we used the orthogonality of the spherical harmonics. We can rewrite this as

fi(k) = 4π(−i)lZlm(θk, φk)Mnl(k), (9.82)

with

Mnl(k) =

∫ ∞

0

drrn+1jl(kr)e−ζr . (9.83)

The functions Mnl(k) can be obtained from recursion relations for n ≥ l and l ≥ 0

[138]. For n = l we have

M00 =
1

k2 + ζ2
(9.84)

Mll =
2kl

k2 + ζ2
Ml−1,l−1, (9.85)

and for n > l we have

Mnl =
n + l + 1

ζ
Mn−1,l −

k

ζ
Mn,l+1. (9.86)

Inserting Eq. (9.82) in Eq. (9.79) and using the complex conjugate of Eq. (9.80) we

obtain

f c
i (r) =

2

π
Zlm(θ, φ)

∫ ∞

0

dkk2jl(kr)fxcL,T (ρ0(r), k)Mnl(k), (9.87)

where we once more made use of the orthogonality of the spherical harmonics.

The integrand in Eq. (9.87) is a highly oscillatory function due to the spherical

Bessel function which might make it difficult to calculate numerically. However, the

integrand also decays rapidly for k → ∞. In this limit the integrand decays as 1/k3

for n = l = 0 and faster for higher values of n and l. For small values of r the

integral in the above expression can therefore be efficiently calculated using a Gauss-

Legendre quadrature since the integrand oscillates only a couple of times before it has

decayed. For larger values of r the number of oscillations of the integrand before it

has decayed become too big and the integral is slowly converging and can no longer

be efficiently calculated with a Gauss-Legendre quadrature. For these values of r we

therefore employ a nonlinear transformation to accelerate the convergence. We use

the so-called HD̄ method of Safouhi [139, 140] which is an efficient way to calculate

highly oscillatory semi-infinite integrals involving a spherical Bessel function. We do

not use the more efficient SD̄ method [141, 142] since our integrand does not meet

the criteria for application of this method for l > 2.
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9.4 Computational Details

The implementation was done in the ADF-BAND program [76, 81–83] and we per-

formed our calculations with this modified version. We made use of Slater-type or-

bitals (STO) in combination with frozen cores and a hybrid valence basis set consisting

of the numerical solutions of a free-atom Herman-Skillman program [84] that solves

the radial Kohn-Sham equations. The spatial resolution of this basis is equivalent to

a STO triple-zeta basis set augmented with two polarization functions. This valence

basis set was made orthogonal to the core states. The Herman-Skillman program

also provides us with the free-atom effective potential. The Hartree potential was

evaluated using an auxiliary basis set of STO functions to fit the deformation density

in the ground-state calculation and the induced density in the response calculation.

For the evaluation of the k-space integrals we used a numerical integration scheme

with 369 symmetry-unique sample points in the irreducible wedge of the Brillouin

zone which was constructed by adopting a Lehmann-Taut tetrahedron scheme [85].

We checked the convergence with respect to the number of conduction bands used

and found that ten conduction bands are sufficient. This number was used in all our

calculations. We made use of the Vosko-Wilk-Nusair parametrization [55] of the LDA

exchange-correlation potential for the calculation of the ground state.

9.5 Results

In Figs. 9.2 and 9.3 we report the macroscopic dielectric functions of silicon and GaP

obtained with TDCDFT using the nonlocal functional in Eq. (9.44). The macroscopic

dielectric function is obtained from

ǫ(ω) = 1 + 4πχe(ω). (9.88)

Here χe(ω) is the electric susceptibility which is the constant of proportionality be-

tween the macroscopic polarization Pmac(ω) and the macroscopic field Emac(ω) ac-

cording to

Pmac(ω) = χe(ω) ·Emac(ω), (9.89)

where Emac(ω) is related to the macroscopic vector potential, Emac(ω) = iωAmac(ω).

The macroscopic polarization Pmac(ω) is calculated from the induced current density

δj(r, ω) as

Pmac(ω) =
−i

ωV

∫

V

δj(r, ω)dr. (9.90)

We compare the results obtained with our nonlocal functional with our ALDA results,

and with the best available results obtained from experiment [109, 143]. In order to



208 A Nonlocal Current-Density Functional

60

50

40

30

20

10

0

ε 2

65432

ω(eV)

50

40

30

20

10

0

-10

-20

ε 1

ALDA

ALDA

NL

NL

Exp.

Exp.

NL[jmac]

NL[jmac]

Figure 9.2: The dielectric function of silicon. Dotted curve: nonlocal functional

(NL); Continuous curve: nonlocal functional (NL[jmac]) with uniform current density;

Dashed curve: ALDA; Dot-dashed curve: experimental result from Ref. [109].
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Figure 9.3: The dielectric function of GaP. Dotted curve: nonlocal functional (NL);

Continuous curve: nonlocal functional with uniform current density (NL[jmac]);

Dashed curve: ALDA; Dot-dashed curve: experimental result from Ref. [143].
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facilitate comparison we have used a scissors operator in our calculations to coincide

the calculated optical gap with that found in experiment. The scissors operator shifts

upwards the energies of the unoccupied Kohn-Sham orbitals and changes the matrix

elements of the current operator. It is clear from Figs. 9.2 and 9.3 that by relieving the

constraints k ≪ kF , ω/vF by employing our nonlocal functional we do not resolve the

problems of the Vignale-Kohn functional in the description of optical spectra since the

spectra of silicon and GaP obtained with this functional collapse in a similar manner

as the optical spectra obtained with the Vignale-Kohn functional. The reason is

that the current density can locally have very large values. Since ωζxc(r, r
′, ω) does

not vanish in the limit ω → 0, as does the corresponding term in the Vignale-Kohn

functional, certain terms in Eqs. (9.57) - (9.60) involving the current density become

very large causing the spectra to collapse. A similar situation arises when using

the Vignale-Kohn functional. However, in that case it is the term corresponding to

ωηxc(r, r
′, ω) that does not vanish in the limit ω → 0 together with the large local

current densities that causes the spectra to collapse.

To illustrate that we are considering the correct physics by using a functional

of the current density instead of the density we also give our results obtained by

substituting in Eq. (9.44) the induced current density δj(r, ω) with its uniform part

δj(ω) = 1/V
∫

V
drδj(r, ω). This approximation is similar to the one-band effective

mass approximation that Ullrich and Vignale [50, 80] apply in their study of the line

widths of intersubband plasmons in quantum wells using the Vignale-Kohn functional.

Within this approximation only the macroscopic density and current density are con-

sidered. They obtain a quantitative agreement with the experimentally observed line

widths of the intersubband plasmons. Furthermore, we avoid the problems due to

large local current densities mentioned above. With this approximation we obtain

results close to the experimental results provided we apply an empirical prefactor of

1/3. These results are reported in Figs. 9.2 and 9.3. Even the first peaks in the ab-

sorption spectra of Si and GaP that are attributed to excitonic effects [71,144,145] are

well described qualitatively. We note that these peaks are absent if a similar approx-

imation is used for the Vignale-Kohn functional because the VK functional generates

a counteracting field, whereas the field corresponding to our nonlocal functional is in

the direction of the applied field. This difference is a consequence of the fact that

fh
xcT (ρ, ω = 0), which mainly determines the effect of the Vignale-Kohn functional on

the optical spectra, and fh
xcL(ρ, ω = 0), which determines the effect of our nonlocal

functional on these spectra, have opposite signs. The uniform part of the current

density is directly related to the macroscopic polarization of the system as is clear

from Eq. (9.90). If this part of the current density is described correctly one obtains

the exact dielectric function. Therefore it is important to take into account correctly
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the uniform part of the current density in the exchange-correlation vector potential.

Unfortunately, a good current-density functional is not available at the moment.

9.6 Conclusions

In this chapter we relieved the constraint on the length of the wave vector of the per-

turbation, i.e., k ≪ kF , ω/vF , that limits the formal range of applicability of the local

Vignale-Kohn current-density functional by introducing a nonlocal functional of the

current density with a similar viscoelastic structure as the Vignale-Kohn functional.

This nonlocal functional was constructed such that it satisfies the same conserva-

tion laws and symmetry relations as the Vignale-Kohn functional. In contrast to the

Vignale-Kohn functional, this nonlocal functional is almost completely determined by

fh
xcL for small frequencies whereas the Vignale-Kohn functional is mainly determined

by fh
xcT in this frequency range. The dielectric functions of silicon and GaP that we

obtain using this nonlocal functional collapse in a similar manner as the optical spec-

tra we obtained using the Vignale-Kohn functional. Using our nonlocal functional

with solely the uniform part of the current density remaining we obtain results close

to those obtained with experiment provided we use an empirical prefactor. We there-

fore conclude that we are considering the correct physics by using a functional of the

current density instead of a functional of the density, but that a good current-density

functional is not available at the moment.

Appendix: Derivation of the exchange-correlation vec-

tor potential

We start from the following identity

[∇× [ηxc(r, r
′)(∇′ × u(r′))]]i =

∑

jk

ǫijk∂j [ηxc(r, r
′) [∇′ × u(r′)]]k (9.91)

=
∑

jk

ǫijk∂j

[

ηxc(r, r
′)
∑

lm

ǫklm∂′
lum(r′)

]

(9.92)

=
∑

jklm

ǫijkǫklm∂j [ηxc(r, r
′)∂′

lum(r′)] (9.93)

=
∑

j

(δilδjm − δimδjl) ∂j [ηxc(r, r
′)∂′

lum(r′)] (9.94)

=
∑

j

[

∂jηxc(r, r
′)∂′

iuj(r
′) − ∂jηxc(r, r

′)∂′
jui(r

′)
]

.(9.95)
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Let us work out the first term on the righthand side a bit further,

∂jηxc(r, r
′)∂′

iuj(r
′) = ∂′

i[(∂jηxc(r, r
′))uj(r

′)] − (∂′
i∂jηxc(r, r

′))uj(r
′). (9.96)

We can now combine the two results, Eqs. (9.95) and (9.96), to arrive at the following

expression

∑

j

∂jσxc,ij (r) =

∫

dr′ {−∇× [ηxc(r, r
′)(∇′ × u(r′))]}i +

∫

dr′
∑

j

{

2∂j(ηxc(r, r
′)∂′

iuj(r
′)) − 2

3
∂i(ηxc(r, r

′)∂′
juj(r

′))

+∂i(ζxc(r, r
′)∂′

juj(r
′))

}

(9.97)

=

∫

dr′ {−∇× [ηxc(r, r
′)(∇′ × u(r′))]}i +

∫

dr
∑

j

∂i

[(

−2

3
ηxc(r, r

′) + ζxc(r, r
′)

)

∂′
juj(r

′)

]

−
∫

dr′2
∑

j

[∂′
i∂jηxc(r, r

′)uj(r
′)] . (9.98)

Note that the integral of the first term on the right hand of Eq. (9.96) vanishes.

Using the nabla operator, we arrive at the following result for the exchange-

correlation vector potential field,

− 1

ρ0(r)
∇ · σxc(r) =

∫

dr′
{

−∇
[

1

ρ0(r)

(

−2

3
ηxc(r, r

′) + ζxc(r, r
′)

)

(∇′ · u(r′))

]

+∇×
(

1

ρ0(r)
ηxc(r, r

′)(∇′ × u(r′))

)

−∇ρ0(r)

ρ2
0(r)

[(

−2

3
ηxc(r, r

′) + ζxc(r, r
′)

)

(∇′ · u(r′))

]

+ηxc

∇ρ0(r)

ρ2
0(r)

× (∇′ × u(r′))

+
2

ρ0(r)
[∇⊗∇′ηxc · u(r′)]

}

. (9.99)

This equation can be rewritten according to Eq. (9.57).
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Samenvatting

Dit proefschrift bediscussieert stroomdichtheidsfunctionalen in tijdsafhankelijke

stroomdichtheidsfunctionaaltheorie (TDCDFT) voor systemen met periodiciteit in

één of drie dimensies. Dichtheidsfunctionaaltheorie (DFT) is een methode die ont-

wikkeld is in de jaren ’60 door Hohenberg, Kohn en Sham. Het waren Hohenberg en

Kohn die in 1964 lieten zien dat de eigenschappen van een niet-ontaarde grondtoe-

stand van een veelelektronensysteem volledig kunnen worden beschreven door enkel de

elektronendichtheid, zonder daarbij expliciet gebruik te maken van de veeldeeltjesgolf-

functie. De voordelen van DFT ten opzichte van golffunctietheorieën zijn duidelijk.

Terwijl de ingewikkelde veeldeeltjesgolffunctie afhangt van de drie ruimtecoördinaten

van elk van de N elektronen, hangt de elektronendichtheid slechts af van de drie

ruimtecoördinaten, waardoor de elektronendichtheid in de praktijk makkelijker is om

mee om te gaan. Verder is de elektronendichtheid ook makkelijker om mee om te

gaan vanuit een conceptueel oogpunt. Het Hohenberg-Kohn theorema zegt dat de

grondtoestandsdichtheid de externe potentiaal uniek bepaalt op een constante na.

Dit betekent dat de externe potentiaal een functionaal is van de dichtheid. Voor

systemen met een niet-ontaarde grondtoestand is ook de grondtoestandsgolffunctie

uniek bepaald door de dichtheid en is de externe potentiaal dus een unieke functi-

onaal van de dichtheid. Verder betekent dit dat alle grondtoestandseigenschappen,

en in het bijzonder de grondtoestandsenergie, functionalen zijn van de elektronen-

dichtheid in het geval van een niet-ontaarde grondtoestand. Kohn en Sham kwamen

vervolgens met het idee dat de elektronendichtheid van een systeem bestaande uit

deeltjes met onderlinge wisselwerking onder de invloed van een bepaalde externe po-

tentiaal kan worden gereproduceerd in een systeem bestaande uit deeltjes zonder

wisselwerking onder de invloed van een effectieve potentiaal, de zogenaamde Kohn-

Sham potentiaal. Deze Kohn-Sham potentiaal is dus ook een unieke functionaal

van de elektronendichtheid volgens het Hohenberg-Kohn theorema. Hierbij hebben

Kohn en Sham aangenomen dat de energiefunctionalen van de twee systemen met

en zonder wisselwerking tussen de deeltjes gedefinieerd zijn op hetzelfde domein. De
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Kohn-Sham potentiaal bestaat uit de externe potentiaal, de Hartree potentiaal en

de zogenaamde uitwisseling-correlatiepotentiaal. Deze laatste potentiaal is de func-

tionele afgeleide van de uitwisseling-correlatie-energie naar de elektronendichtheid.

Voor de uitwisseling-correlatie-energie en dus ook voor de bijbehorende potentiaal

zullen in de praktijk benaderingen moeten worden gebruikt. Met behulp van de

Kohn-Sham theorie kan de Schrödinger vergelijking worden herschreven als een set

van ééndeeltjesvergelijkingen. De elektronendichtheid kan dan simpel verkregen wor-

den uit de som van de kwadraten van de bezette Kohn-Sham orbitalen. Deze twee

vergelijkingen kunnen zelfconsistent worden opgelost. Met de op deze manier gevon-

den dichtheid kunnen vervolgens de grondtoestandsenergie en andere eigenschappen

van de grondtoestand berekend worden. In het geval van een ontaarde grondtoe-

stand geldt het Hohenberg-Kohn theorema zoals hierboven geformuleerd nog steeds.

Echter voor deze systemen bepaalt de externe potentiaal niet langer uniek de grond-

toestandsgolffunctie. Dit betekent dat de verwachtingswaarde van welke operator

dan ook (natuurlijk met uitzondering van de totale energie) afhangt van de gekozen

grondtoestand uit de verzameling van grondtoestanden. In het bijzonder geldt dat de

dichtheidsoperator, in het algemeen, verschillende dichtheden oplevert voor verschil-

lende grondtoestanden uit de verzameling grondtoestanden. Daarom is de elektronen-

dichtheid van de grondtoestand geen unieke functionaal van de externe potentiaal voor

systemen met een ontaarde grondtoestand. De meest eenvoudige en meest gebruikte

benadering voor de uitwisseling-correlatie-energiefunctionaal is de zogenaamde lokale

dichtheidsbenadering. In deze benadering wordt het echte inhomogene systeem lokaal

beschreven door een homogeen elektronengas. Men zou verwachten dat deze ruwe be-

nadering alleen goed werkt in systemen met een bijna homogene dichtheid. Echter,

deze benadering blijkt ook goed te werken in erg inhomogene systemen zoals atomen

en moleculen. We bespreken DFT uitvoerig in hoofdstuk 1.

De tijdsafhankelijke versie van de DFT (TDDFT) werd in 1984 geformuleerd door

Runge en Gross. Zij lieten zien dat twee dichtheden die evolueren vanuit een gezamen-

lijke begintoestand en worden gegenereerd door twee scalaire potentialen die beide een

Taylor-expansie hebben rond de initiële tijd en die meer verschillen dan een additieve

tijdsafhankelijke functie niet hetzelfde kunnen zijn. Dit betekent dat de tijdsafhan-

kelijke scalaire potentiaal een unieke functionaal is van de tijdsafhankelijke dichtheid

en de begintoestand. Als gevolg van een generalisatie van het Runge-Gross theo-

rema door van Leeuwen weten we dat, onder bepaalde aannamen, er voor elk systeem

bestaande uit deeltjes met onderlinge wisselwerking met tijdsafhankelijke dichtheid

er een systeem van deeltjes zonder onderlinge wisselwerking bestaat met dezelfde

dichtheid. Op basis hiervan kunnen vervolgens de tijdsafhankelijke Kohn-Sham

vergelijkingen worden opgesteld. De tijdsafhankelijke uitwisseling-correlatiepotentiaal
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die in deze vergelijkingen voorkomt kan echter niet geschreven worden als functionele

afgeleide van een actie die gedefinieerd is op de normale tijdas. Dit betekent dat

voor de praktische toepassing van TDDFT we geen gebruik kunnen maken van de

symmetrie van de actie in de zoektocht naar een goede benadering voor de tijdsaf-

hankelijke uitwisseling-correlatiepotentiaal. Echter, er zijn een aantal fysische restric-

ties op de vorm van de tijdsafhankelijke uitwisseling-correlatiepotentiaal waarmee we

benaderingen kunnen afleiden. We merken op dat van Leeuwen heeft laten zien dat

de tijdsafhankelijke uitwisseling-correlatiepotentiaal geschreven kan worden als func-

tionele afgeleide van een actie die gedefinieerd is op een Keldysh contour. De meest

eenvoudige benadering voor de tijdsafhankelijke uitwisseling-correlatiepotentiaal is de

zogenaamde adiabatische lokale dichtheidsbenadering. In deze benadering is de func-

tionale vorm van de tijdsafhankelijke uitwisseling-correlatiepotentiaal gelijk aan die

van de tijdsonafhankelijke uitwisseling-correlatiepotentiaal in de lokale dichtheids-

benadering. Echter, deze wordt nu geëvalueerd op de instantane tijdsafhankelijke

dichtheid.

TDDFT zoals geformuleerd door Runge en Gross beschouwt alleen systemen

waarin het tijdsafhankelijke externe veld beschreven kan worden door een tijdsafhan-

kelijke scalaire potentiaal. De generalisatie naar algemene tijdsafhankelijke poten-

tialen werd gegeven door Ghosh en Dhara. Zij lieten zien dat twee stroomdichtheden

die evolueren vanuit een gezamenlijke begintoestand die gegenereerd worden door twee

sets potentialen bestaande uit een tijdsafhankelijke scalaire potentiaal en een tijds-

afhankelijke vectorpotentiaal die meer verschillen dan een ijktransformatie en waar

in beide sets alle potentialen een Taylor-expansie hebben rond de initiële tijd niet

hetzelfde kunnen zijn. De dichtheid is dan uniek bepaald door de stroomdichtheid

vanwege de continüıteitsvergelijking. Echter, de dichtheid bepaalt niet uniek de

stroomdichtheid. Hierdoor is het handiger om de theorie te herformuleren in ter-

men van de stroomdichtheid wat leidt tot de zogenaamde TDCDFT. Recentelijk

heeft Vignale een generalisatie gegeven van van Leeuwen’s theorema voor algemene

tijdsafhankelijke potentialen. Op dezelfde manier als voorheen in stationaire DFT

kan op basis hiervan de tijdsafhankelijke Kohn-Sham vergelijkingen worden opgesteld

voor algemene tijdsafhankelijke potentialen. Er zijn voornamelijk drie redenen om

TDCDFT te gebruiken in plaats van TDDFT. De eerste reden is gerelateerd aan het

gebruik van periodieke randvoorwaarden die op kunstmatige wijze de dichtheidsver-

anderingen op het oppervlak van het systeem verwijderen. Een macroscopische af-

schermend veld in de bulk van het systeem ten gevolge van een dichtheidsverandering

op het oppervlak van het systeem kan niet beschreven worden als functionaal van de

bulkdichtheid alleen. Dit fenomeen kan wel beschreven worden door een functionaal

van de stroomdichtheid in de bulk aangezien deze is gerelateerd aan de dichtheidsver-
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anderingen op het oppervlak via de continüıteitsvergelijking. De tweede reden is dat

met TDCDFT ook de respons ten gevolge van transversale velden kan worden bere-

kend wat niet mogelijk is met TDCDFT. De derde reden is dat het beschrijven van

uitwisseling-correlatie-effecten makkelijker en efficiënter kan zijn met een lokale func-

tionaal van de stroomdichtheid dan met een niet-lokale functionaal van de dichtheid.

We bespreken TDDFT en TDCDFT uitgebreid in hoofdstuk 2.

In dit proefschrift zijn we gëınteresseerd in de respons van een veeldeeltjessysteem

op een kleine externe storing, bijv. een elektromagnetisch veld. De eerst term in een

expansie in machten van de sterkte van de storing leidt tot een respons als lineaire

functie van de storing. Als de storing inderdaad klein is dan is deze lineaire res-

pons een goede benadering voor de hele respons. De lineaire respons kan uitgedrukt

worden in zogenaamde lineaire responsfuncties. Deze worden geheel bepaald door

eigenwaarden en eigenfuncties van het onverstoorde systeem. Op deze manier kun-

nen de Kohn-Sham lineaire responsvergelijkingen worden opgesteld. We bespreken de

lineaire responsformulering van TD(C)DFT in hoofdstuk 3.

De ijk kan zo gekozen worden dat de scalaire uitwisseling-correlatiepotentiaal

verdwijnt voor alle frequenties. Wat overblijft is het kiezen van een goede bena-

dering van de uitwisseling-correlatievectorpotentiaal. Vignale en Kohn hebben een

uitwisseling-correlatievectorpotentiaal afgeleid door het bestuderen van een zwak

verstoord elektron gas. Hun uitdrukking voldoet aan verscheidene exacte be-

houdswetten en symmetrierelaties. Zij voldoet aan de behoudswetten die eisen

dat de uitwisseling-correlatiepotentialen geen netto kracht en koppel uitoefenen

op het systeem. Verder voldoet zij aan de gegeneraliseerde translatie-invariantie

die eist dat een rigide translatie van de stroomdichtheid dezelfde rigide trans-

latie van uitwisseling-correlatiepotentialen impliceert. Ook voldoet de bijbehorende

uitwisseling-correlatietensorkern van de uitwisseling-correlatievectorpotentiaal aan de

Onsager symmetrierelatie die eist dat deze kern symmetrisch is onder het gelijktijdig

verwisselen van de plaatscoördinaten en het transponeren van de tensorkern.

In de Vignale-Kohn (VK) functionaal komen de frequentieafhankelijke longitu-

dinale en transversale uitwisseling-correlatiekernen van het homogene elektronengas

voor. Zowel Conti, Nifos̀ı en Tosi (CNT) als Qian en Vignale (QV) geven parame-

terisaties voor beide kernen. CNT berekenden de imaginaire gedeelten van de lon-

gitudinale en transversale uitwisseling-correlatiekernen door directe evaluatie van de

imaginaire gedeelten van de longitudinale and transversale responsfuncties. Verder

introduceerden zij parameterisaties voor de imaginaire gedeelten van de longitudinale

en transversale uitwisseling-correlatiekernen die hun numerieke resultaten reproduce-

ren. De reële gedeelten kunnen vervolgens met behulp van de Kramers-Krönig dis-

persierelaties berekend worden waarin de hoge-frequentielimiet werden verkregen uit



219

derde-frequentiemoment somregels. QV gebruiken een interpolatieformula waarin de

coefficiënten worden bepaald door exacte relaties die bekend zijn voor de longitudinale

en transversale uitwisseling-correlatiekernen in bepaalde limieten. Een belangrijk ver-

schil in het lage-frequentiegebied tussen beide parameterisaties is dat, in tegenstelling

tot QV, CNT de discontinüıteiten die er bestaan in de oorsprong van het (k, ω)-

vlak van de longitudinale en transversale uitwisseling-correlatiekernen verwaarlozen.

Beide discontinüıteiten zijn proportioneel met het uitwisseling-correlatiegedeelte van

de schuifmodulus. De VK functionaal en de longitudinale en transversale uitwisseling-

correlatiekernen die erin voorkomen worden uitvoerig besproken in hoofdstuk 4.

In hoofdstuk 5 vergelijken we de invloed van de CNT en QV parameterisaties

voor de longitudinale en transversale uitwisseling-correlatiekernen van het homogene

elektronengas in de toepassing van de VK functionaal in de berekening van de line-

aire responseigenschappen van één-dimensionale en drie-dimensionale oneindige poly-

acetyleenketens. We laten zien dat de resultaten sterk afhangen van de waarden voor

het uitwisseling-correlatiegedeelte van de schuifmodulus. De spectra verkregen met

CNT parameterisatie liggen relatief dichtbij de spectra verkregen met de adiabatische

lokale dichtheidsbenadering, terwijl de spectra verkregen met de QV parameterisatie

sterk verschillen van deze spectra. Geen van beide spectra ligt echter dichtbij de spec-

tra verkregen in andere werken waarin de Bethe-Salpeter vergelijking wordt opgelost.

We verkrijgen ongeveer dezelfde resultaten wanneer we de frequentieafhankelijkheid

van de twee parameterisaties verwaarlozen. Dit betekent dat de verklaring voor het

verschil van de QV spectra met de spectra verkregen met de adiabatische lokale dicht-

heidsbenadering gezocht moet worden in de afhankelijkheid van de resultaten van de

transversale uitwisseling-correlatiekern van het homogene elektron gas in de limiet

dat de frequentie naar nul gaat, aangezien het longitudinale stuk reduceert tot de

adiabatische lokale dichtheidsbenadering in deze limiet. De transversale uitwisseling-

correlatiekern is in deze limiet gerelateerd aan het uitwisseling-correlatiegedeelte van

de schuifmodulus. Helaas zijn de waarden voor deze grootheid slechts bij benadering

bekend.

Om onze resultaten voor de polariseerbaarheid per eenheidscel van oneindige po-

lymeerketens te kunnen vergelijken met de resultaten voor eindige polymeerketens in-

troduceren we in hoofdstuk 6 een extrapolatiemodel. In tegenstelling tot veel extrapo-

latiemodellen in de literatuur is ons model gebaseerd op de fysieke eigenschappen van

polymeerketens. In ons model nemen we aan dat een polymeerketen goed beschreven

kan worden door een niet-geleidende cilinder met een radius die veel kleiner is dan zijn

lengte, het zogenaamde diëlektrische naaldmodel. We laten zien dat binnen dit model

de macroscopische afscherming verdwijnt in de limiet van een oneindige cilinder. Deze

constatering leidt tot een relatie tussen de polariseerbaarheid per eenheidscel en de
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elektrische susceptibiliteit van een oneindige polymeerketen. Dit betekent dat we de

polariseerbaarheid per eenheidscel van een oneindige polymeerketen direct kunnen

berekenen met behulp van een berekening met periodieke randvoorwaarden. Uit onze

analyse blijkt verder dat eindeffecten, die in de limiet van oneindige keten uiteinde-

lijk zullen verdwijnen, slechts langzaam afvallen voor toenemende ketenlengte. Het

diëlektrische naaldmodel verschaft ons ook een procedure om de polariseerbaarheid

per eenheidscel van eindige polymeerketens te extrapoleren naar de waarde voor

oneindige polymeerketens. Een vergelijking van deze geëxtrapoleerde waarde met

de waarde verkregen door een berekening met periodieke randvoorwaarden geeft een

maat voor de geldigheid van het gebruik van het diëlektrische naaldmodel. We hebben

ons diëlektrische naaldmodel getest op polyacetyleen en de waterstofketen en vonden

dat de waarden voor de polariseerbaarheid per eenheidscel verkregen met deze twee

methoden nagenoeg hetzelfde zijn. Dit betekent dat ons diëlektrisch naaldmodel een

goede benadering verschaft om de diëlektrische eigenschappen van lange polymeerke-

tens te beschrijven.

In hoofdstuk 7 passen we de VK functionaal toe op de berekening van de op-

tische spectra van halfgeleiders. We bespreken de resultaten voor silicium wat een

typisch geval is. Als we de QV parameterisatie gebruiken voor de longitudinale en

transversale uitwisseling-correlatiekernen van het homogene elektronengas dan stort

het optische spectrum ineen. We bediscussiëren mogelijke redenen voor dit resultaat.

We laten zien dat de voorwaarden voor de mate van niet-uniformiteit van de grond-

toestandsdichtheid en de mate van de ruimtelijke variatie van de externe potentiaal

waaronder de VK functionaal is afgeleid bijna allemaal worden geschonden. Boven-

dien, omdat de VK functionaal is afgeleid voor een zwak verstoord elektronengas in

het regime boven het continuüm van excitatie-energieën, beargumenteren we dat het

niet geschikt is voor het berekenen van optische spectra aangezien die sterk gerelateerd

zijn aan het continuüm van excitatie-energieën. Als we de benadering maken dat het

uitwisseling-correlatiegedeelte van de schuifmodulus gelijk is aan nul, zoals in de CNT

parameterisatie, verkrijgen we optische spectra die dichtbij de spectra verkregen in

de adiabatische lokale dichtheidsbenadering liggen. Dit is simpelweg een gevolg van

het feit dat in deze benadering de VK functionaal reduceert tot de adiabatische lokale

dichtheidsbenadering in de limiet dat de frequentie verdwijnt en het feit dat voor

de relevante frequenties in optische spectra de waarden voor de de longitudinale en

transversale uitwisseling-correlatiekernen van het homogene elektronengas niet veel

verschillen van hun waarden in de limiet dat de frequentie verdwijnt.

In hoofdstuk 8 laten we zien hoe we de VK uitdrukking meenemen in onze formu-

lering voor de lineaire respons van metalen. Aangezien deze functionaal niet lokaal

is in de tijd kunnen we op deze manier relaxatie-effecten ten gevolge van elektron-
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elektronverstrooiing in onze beschrijving meenemen. We bediscussiëren het verschil-

lende gedrag van de inter- en intraband processen in het geval dat de golfvector van de

storing klein is. In de optische limiet waarin deze golfvector verdwijnt zijn de twee sets

van zelfconsistente vergelijkingen die de inter- en intraband bijdragen aan de respons

beschrijven gekoppeld wanneer we de VK functionaal in onze formulering meenemen.

Vanwege de hierboven genoemde resultaten voor de optische spectra van halfgeleiders

en het feit dat we met name gëınteresseerd zijn in de frequentieafhankelijkheid van

de uitwisseling-correlatievectorpotentiaal om relaxatie-effecten te kunnen beschrijven

maken we in alle berekening de benadering dat het uitwisseling-correlatiegedeelte van

de schuifmodulus gelijk is aan nul. Op deze manier hebben we met de CNT en QV

parameterisaties de diëlektrische functie en de elektronenergieverliesfunctie berekend

van koper, zilver en goud. De verkregen resultaten zijn in goede overeenstemming met

de experimenteel verkregen resultaten. In tegenstelling tot de resultaten verkregen

in de adiabatische lokale dichtheidsbenadering verkrijgen we nu wel de Drude-achtige

staart in het imaginaire gedeelte van de diëlektrische functie. Verder verkrijgen we

nu ook de experimenteel gevonden scherpe plasmonpiek in het elektronenenergiever-

liesspectrum van zilver.

In hoofdstuk 9 verlichten we de voorwaarden op de golfvector van de storing die

het formele toepassingsgebied van de lokale VK stroomdichtheidsfunctionaal beperkt

door een niet-lokale functionaal van de stroomdichtheid met een soortgelijke viscoelas-

tische structuur als de VK functionaal te introduceren. Deze niet-lokale functionaal

is zo geconstrueerd dat hij voldoet aan dezelfde behoudswetten en symmetrierela-

ties als de VK functionaal. In tegenstelling tot de VK functionaal wordt deze niet-

lokale functionaal voor lage frequenties bijna volledig bepaald door de longitudinale

uitwisseling-correlatiekern van het homogene elektronengas, terwijl de VK functio-

naal voornamelijk wordt bepaald door de transversale uitwisseling-correlatiekern in

dit frequentiegebied. De optische spectra van silicium en galliumfosfide berekend

met deze niet-lokale functionaal vertonen eenzelfde soort ineenstorting als we verkre-

gen door de VK functionaal te gebruiken. Wanneer we onze niet-lokale functionaal

gebruiken waarin we alleen de uniforme component van de stroomdichtheid mee-

nemen, verkrijgen we resultaten die dichtbij de experimenteel verkregen resultaten

liggen op voorwaarde dat we een empirisch bepaalde voorfactor gebruiken. We con-

cluderen daarom dat we de juiste fysica beschouwen door een functionaal van de

stroomdichtheid gebruiken in plaats van een functionaal van de dichtheid, maar dat

een goede stroomdichtheidsfunctionaal op dit moment nog niet beschikbaar is.
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was.

Tevens wil ik graag mijn copromotores dr. ir. P. L. de Boeij en dr. R. van Leeuwen

bedanken. Paul en Robert, jullie deuren stonden letterlijk en figuurlijk altijd open

voor een eindeloze stroom vragen mijnerzijds en daarvoor ben ik jullie zeer dankbaar.

Ik heb onze samenwerking de afgelopen jaren altijd als zeer plezierig beschouwd.

Paul, bedankt voor de vele tijd die je in dit project hebt gestoken en voor je talrijke

praktische oplossingen voor de problemen waar we tegenaan liepen. Daarnaast wil ik

je bedanken voor de goede relatie buiten het werk om. Zo diende in de eerste paar

jaar jouw appartement aan het Kattendiep regelmatig als ’uitvalsbasis’ voor menig

cinematografisch en/of culinair uitstapje. Ook schuwde jij zelf het keukengerei niet

wat tot menig smakelijk en gezellig etentje heeft geleid. Robert, bedankt voor de vele

keren dat je mij de theorie van uiteenlopende zaken zo helder hebt uitgelegd en voor je
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